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Abstract

We give a review of the relativistic stochastic process denominated with the
acronym ROUP, standing for relativistic Ornstein-Ohlenbeck process. This sto-
chastic process was introduced in 1997 by Debbasch, Mallick and Rivet [J. Stat.
Phys. 88:945�966 ] as a simpli�ed model of irreversibility in a relativistic frame-
work. This allows an investigation of the paradox arising when examining the
large time and space regime of relativistic transport equations (like the relativis-
tic Boltzmann equation) via the Chapman-Enskog approach, which inexplicably
gives back non-relativistic parabolic equations.
We then prove the markovian irreversible character of this process even in an
arbitrary curved space-time, by introducing a conditional entropy current based
on the manifestly covariant Fokker-Planck formulation of the general relativistic
ROUP.
Keywords : Relativistic stochastic processes, relativistic Brownian motion,
Fokker-Planck equation
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Introduction

The present diploma thesis deals with the construction of the so-called Relativistic
Ornstein-Uhlenbeck process (denominated with the acronym ROUP), a stochastic
process which was introduced in 1997 by Debbasch, Mallick and Rivet [J. Stat. Phys.
88:945�966 ] as a physically straightforward construction of a relativistic theory of
Brownian motion for particles moving in a homogeneous, viscous medium. The scope
of presenting such a physical-mathematical structure was to propose a simple model
for irreversibility in a relativistic framework. It is a priori clear that such a model
based on the Ornstein-Uhlenbeck stochastic model presents some evident limitations
(like for example the fact that it does not take into account the formation of turbulence
at high Reynolds numbers). However the ROUP is by construction very simple and
straightforward, allowing a very deep and complete theoretical analysis, thus giving
very useful insights on the behaviour of irreversibility in a relativistic scenario. The
ROUP can indeed be formulated as a Fokker-Planck type transport equation for a
1-particle probability distribution function in a 4 + 4-dimensional extended phase-
space. This equation can be thought of as a simpli�ed analogon of the relativistic
Boltzmann equation [5], which is a controversial concepts but anyway reveals itself to
be a valuable and widely used tool in astro-, plasma and nuclear physics. Still, it was
not clear why the application of the so-called Chapman-Enskog approach [4] on this
perfectly relativistic equation in the attempt to derive an approximated solution leads
to thermomechanics theories which violate causality (like the covariant Eckart and
Landau-Lifschitz relativistic theories of heat �ow and viscosity). The idea proposed
in [9] was to apply this same method on the much simpler equations describing the
ROUP, and indeed the simpler structure of these equations allowed to formulate a
satisfying explanation to that paradoxical situation (see Chapter V.1).

The second issue with regard to the ROUP which will largely be treated in this
diploma thesis is an extension of this stochastic process to the framework of General
Relativity. A manifestly covariant version of the Fokker-Planck type evolution equa-
tion of the ROUP will be proposed. Thank to this formulation it will be possible to
introduce a conditional entropy 4-current and to prove an H-theorem for it in an ar-
bitrary lorentzian curved space-time. This is a merely local result but it is enough to
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Introduction

show that irreversibility is maintained for the General Relativistic Ornstein-Uhlenbeck
Process, for a very wide class of universes. This result can be related to the issue of
the time's arrow (see reference [28]). It can be indeed interpreted as the statement
that, in the physical context of the ROUP, any observer can single out a time di-
rection (the future) in which the information content (represented by the conditional
entropy) of a physical state (represented by a distribution function) degrades, tending
to its minimum value.
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Chapter I

Why a relativistic stochastic
process?

I.1 Stochastic processes and galilean Brownian motion
The theory of stochastic processes plays a major role in many �elds of modern physics,
principally because of the elegance and �exibility with which it can cope with our
ignorance with respect to the detailed description of various systems' dynamics, or
our practical need to model and simplify them.

Brownian motion is probably the archetypical stochastic process, in this sense
and also because of its popularity. This stochastic process was given the name of
the English botanist R. Brown who, in 1827, had reported the observation of a very
irregular motion displayed by a pollen particle immersed in a �uid. Exactly 100 years
ago Einstein [15] and Smoluchowski [41] successfully treated the Brownian motion
problem, also thanks the work David Bernoulli published in 1738. Through the works
of Gibbs, Maxwell and Boltzmann [3, 20], statistical mechanics, as it grew out of the
kinetic theory of gases, was the main area of application of probabilistic concepts in
theoretical physics in the 19th century. Boltzmann in particular, putting forward the
equation which now carries his name, was responsible of a very important contribu-
tion for statistical physics of non-equilibrium. His equation is a transport equation
which describes the time evolution of the one-particle distribution function of a dilute
�uid. Later it was realized that Boltzmann equation could be obtained by using the
hypothesis of molecular chaos to truncate the so-called BBGKY1 hierarchy, which re-
lates the transport equations of the distribution functions for any number of particles

1Named after Born-Bogoliubov-Green-Kirkwood-Yvon

1



CHAPTER I. Why a relativistic stochastic process?

(see for instance reference [20]).
Applying a so-called Chapman-Enskog [4] expansion on Boltzmann equation it is

possible to �nd the Navier-Stokes equations system, which describes the dissipative
�ow of newtonian �uids. This by the way means that this model should be realistic
only near a (local or global) equilibrium state of the liquid.

The Brownian motion and all its variants are used � whether in physics, chemistry
and biology or in �nance [34], sociology and politics � to model a phenomenon (motion
of the pollen particle, daily change in a stock market index) that is the outcome of
many unpredictable and sometimes unobservable events (collisions with the particle
of the surrounding liquid, buy/sell decisions of the single investor) which individually
contribute a negligible amount to the observed phenomenon, but collectively lead
to an observable e�ect. The details of the individual events may be impossible to
consider, but their statistical properties (which in the end e�ectively determine the
observed macroscopic behavior) may be known.

I.2 Special relativity
As it is well-known, in 1905 (his �Annus Mirabilis�) Einstein put forward another mile-
stone in modern physics with his work on Special Relativity [16]. Once this theory
was fully accepted by the community it was natural to try to develop a relativistic
version of the acquired classical theories, as it was done with electrodynamics (which
was already compatible with Einstein's relativity) and mechanics. A full general-
ization of hydrodynamics was proposed only between 1940 and 1950 independently
by Landau and Lifschitz, Eckart, and then by Lichnérowitz. These authors gave two
relativistic versions of Euler and Navier-Stokes equations [26, 27, 21]. Both these gen-
eralizations belong to the so-called �rst order theories, which were conceived to model
the dynamics of a relativistic ideal or dissipative �uid. They were called ��rst order�
because their entropy currents contain no terms higher than �rst order in deviations
from equilibrium (heat �ow, viscous stresses, etc.).

Unfortunately it was soon realized that these �rst order theories reveal serious
pathologies, violating Einstein principle of causality. This implies the even worse
problem that these theories are unstable on a very short time scale, as it was proved
by Hiscock and Lindblom [19], in the sense that they predict an evolution away
from equilibrium in about the absurd short time-scales of 10−34s for water at room
temperature! It was then a necessity to replace these theories, and a natural way to
do this was to go back to statistical physics.

The �rst works going in the direction of rebuilding statistical physics on the basis
of Einstein's relativity are due to Jüttner [24], who generalized 1928 the celebrated
Maxwell-Boltzmann distribution. Until now nobody succeeded in writing down a
reasonable equivalent of the BBGKY hierarchy. It is in fact impossible, because of
the �niteness of the speed of light signals, to construct a closed hierarchy of equations,
having as unknown quantity functions of all particles' phase space coordinates at the
same instant.

2



CHAPTER I. Why a relativistic stochastic process?

On account of these di�culties, in a statistical description of a macroscopic system
involving many particles distribution functions, physicists concentrated their e�orts
on the notion of one-particle distribution function and on the attempt of constructing
a transport equation veri�ed by it.

The natural expression of the particle four-current in terms of the one-particle
distribution function [5] strongly suggests that this quantity has to be a Lorentz
scalar for the theory to be consistent within a relativistic framework. This fact is not
at all trivial to show, and a critical reading of the existing literature on the subject
o�ers a rather confusing perspective, often because of the wrong assumption that the
phase-space volume is Lorentz-invariant. The proof of the Lorentz-covariance of the
one-particle distribution function was given in a rigorous manner by Debbasch, Rivet
and van Leeuwen [10] expressing this function as the expectation value of Dirac-delta
distributions on the Lorentz-invariant statistical ensemble given by the concept of
�micro-history�.

Once the relativistic Boltzmann equation describing the evolution one-particle dis-
tribution function was known, it was possible, similarly to the galilean case, to derive
a relativistic version of the Navier-Stokes system via a Chapmann-Enskog expansion.
Noticeably the already mentioned �rst-order theories were found [21]. As already ex-
plained this theories contradict Einstein's relativity principle, whereas the relativistic
Boltzmann equation seems to be exempt of all kind of pathologies. In other words the
standard method which allows, in galilean physics, to obtain hydrodynamics equa-
tions starting from a statistical model produces aberrations if used in a relativistic
framework.

The conclusion is that today there is no satisfying dynamic macroscopic theory of
relativistic dissipative continuous media. Not only such a theory would be very useful,
given the numerous situations in astrophysics and cosmology where such media show
up, but it also seems important to try to understand the reasons of the impossibility
to construct this kind of theory.

A plausible way to gain some insight into this problem is to momentarily abandon
realistic physical models and examine toy-models, which, because of their simplicity,
allow a deeper theoretical analysis.

I.3 Relativistic stochastic processes
Formally and conceptually galilean Brownian motion is probably the most simple irre-
versible known phenomenon. The quantity which undergoes an irreversible evolution
is simply the particle density in physical space, which ful�lls the canonical di�usion
equation. This kind of evolution, equating second order spatial derivation (given by
a laplacian) and �rst order time derivation, can be found also in other irreversible
processes, like the Navier-Stokes equations system, where it describes momentum and
energy di�usion. We should by the way note, that it is precisely because of the ubiqui-
tous presence of this mathematical structure in the description of irreversible galilean
phenomena that it is di�cult to actualize a relativistic generalization. It is indeed
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CHAPTER I. Why a relativistic stochastic process?

clear that space and time are treated asymmetrically by the di�usion equation.
So, on one hand Brownian motion is the most simple irreversible phenomenon we

know, and on the other hand it also seems to own the core of any model of dissipative
phenomenon in galilean �uid dynamics.

In this point of view, a relativistic generalization of galilean Brownian motion
appears to be the most simple example of a relativistic irreversible phenomenon. It
also provides a model for the construction of a coherent relativistic hydrodynamic
theory, and an instrument to get some insight into the limits of the theories proposed
in the past.

In 1997, Debbasch, Mallick and Rivet [8] proposed such a relativistic counterpart
of the Brownian motion in the form of a relativistic variant of the Ornstein-Uhlenbeck
process, the ROUP. We want to proceed to an extensive discussion of this stochastic
process, but before it should be the case to rapidly illustrate some basics on stochastic
processes in general, and on the galilean Brownian motion in particular (we invite to
the consultation of reference [18] for an extensive introduction in probability theory).

4



Chapter II

Stochastic processes and stochastic
di�erential equations

II.1 Reversible dynamical systems
Let us consider a dynamical system, whose time evolution is governed by the set of
ordinary di�erential equation:

dxi

dt
= Fi(x), i = 1, . . . , d (II.1)

operating in a region of the phase space X = Rd with initial conditions xi(0) = x0
i .

As we know, the evolution of such a system is fully deterministic, that is, the knowl-
edge of the initial conditions x0 at time t = 0 allows us to know the position of
the system at any other time [37]. This kind of evolution is therefore said to be
reversible or invertible, simply because the trajectory of the point x(t) can be
described, starting from the initial conditions x0, by a non-sel�ntersecting (or inter-
secting but periodic) dynamical law St : X → X, that is: St(x0) = x(t). The fact
that the trajectory is nonintersecting with itself, allows us to reverse the dynamics
completely unambiguously, i.e. x0 = S−t(x(t)).

In this case x(·) is of course a function of time giving us the position of the system
in phase space X = Rd.

Let us now introduce the concept of distribution function (or density) in a
phase space X, which is an L1(X) function f with f(x) ≥ 1 and ‖f‖ ≡ ∫

X |f | dx = 1.
The distribution function f is assumed to describe the probability for the system

5



CHAPTER II. Stochastic processes and stochastic di�erential equations

to be in a given phase space region A ⊂ X:

Prob(x ∈ A) =
∫

A
f(x)dx. (II.2)

For the case of the deterministic system with known initial conditions described
by equations (II.1) the distribution function at time t is trivially given by f(t, x) =
δ(x− x(t)). The concept of distribution function is much more useful when we have
to do with stochastic nondeterministic evolution equations, in which case x(t) is a
random variable.

The evolution of the distribution function f(t, x) is generally described by a so-
called Markov operator P : L1 → L1, that is f(t, x) ≡ P tf(0, x). A linear operator
P : L1 → L1 is called a Markov operator if it satis�es

1. P tf ≥ 0 and

2.
∥∥P tf

∥∥ = ‖f‖

for all t ∈ R and f ≥ 0.
It can be shown [28] that starting from an initial density f(0, x), the evolution

of the time dependent density f(t, x) ≡ P tf(0, x) is described by the generalized
Liouville equation

∂f

∂t
= −

d∑

i=1

∂(fFi)
∂xi

. (II.3)

We remark that if the system of ordinary di�erential equations (II.1) is a Hamil-
tonian system, 




dqi

dt
=

∂H
∂pi

dpi

dt
= −∂H

∂qi
, i = 1, . . . , s

(II.4)

where 2s = d , and q and p are the position and momentum variables, H(p, q) is the
system Hamiltonian, then equation (II.3) becomes

∂f

∂t
= −

d∑

i=1

∂(fFi)
∂xi

= −
s∑

i=1

∂

∂qi

(
f

∂H
∂pi

)
−

s∑

i=1

∂

∂pi

(
−f

∂H
∂qi

)

= −
s∑

i=1

[
∂f

qi

∂H
∂pi

− ∂f

∂pi

∂H
∂qi

]
,

(II.5)

which is usually known as Liouville equation and written as:

df

dt
= 0. (II.6)
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CHAPTER II. Stochastic processes and stochastic di�erential equations

II.2 Irreversible dynamical systems
We saw in the previous section that a deterministic dynamical system can be inverted.
This means that a necessary condition for our system to be irreversible, is that its
dynamics is not described by deterministic di�erential equations, but we have to
introduce a stochastic term.

Let us examine the behavior of the stochastically perturbed analog of equations
(II.1), which we want to obtain adding a perturbation ξj , that should for example
represent a random force by the environment acting on a particle. The following
stochastic di�erential equation is often referred to as a nonlinear Langevin equation:

dxi

dt
= Fi(x) +

d∑

j=1

σij(x)ξj(t), i = 1, . . . , d (II.7)

with the same initial conditions as before, where σij(x) is the amplitude of the stochas-
tic perturbation and ξj = dwj

dt is a �white noise� term that is the formal derivative of
a so-called Wiener process. �Formal derivative� because the Wiener process is not
di�erentiable, as can be seen by its construction later in this section.

Stochastic processes
Examining equation (II.7), we observe that since ξ(t) is a random variable for which we
in principle know only statistical properties (see the de�nition of the Wiener process
later) also x(t) will be a random variable, whose statistics depends on that of ξ(t).
The quantities ξ(·) and x(·), which can be seen as a succession of indexed random
variables, are referred to as stochastic processes.

Actually equation (II.7) has a formal status, not being mathematically well-de�ned
because of two reasons. First of all the mathematical meaning of equation (II.7) is
that of an equality between measures (see for example reference [31]) and should
therefore preferably be cast in the following way:

dxi = Fi(x)dt +
d∑

j=1

σij(x)dwj(t), i = 1, . . . , d. (II.8)

The second mathematical di�culty is given by the product in the term σij(x)dwj(t).
Again examining equation (II.7) we can imagine ξ(t) being a random succession of
pulses acting on the system giving rise to a pulse in dx

dt and hence a jump in x. That
has the e�ect that the value of x to be used in σij(x) is undetermined. The Itô
convention [22, 23] assigns a meaning to (II.7) by adding, as a matter of de�nition,
the rule that in σij(x) the value of x just before the pulse should be taken. Other
authors assumed other convention, obtaining di�erent but equivalent results. The
most famous alternative to the Itô calculus is the one developed by Stratonovich, who
proposed to take the value of x at the end of the pulse for σij(x). As a matter of
fact that we just discussed is commonly known as Itô-Stratonovich dilemma (see for

7



CHAPTER II. Stochastic processes and stochastic di�erential equations

an interesting pedagogical discussion reference [38]). What should be reassuring is
that this dilemma is physically irrelevant, because it automatically disappears once
we endow our stochastic di�erential equation with a microscopic picture of the noise
represented by wj(t) telling us how to interpret it. Furthermore the stochastic noise
is never perfectly white (that is not really a �succession of Dirac delta functions�),
meaning that the Itô-Stratonovich dilemma doesn't even actually show up in physics.

The Wiener process or Brownian motion
Let us now properly de�ne theWiener process, whose formal derivative is the white
noise ξ(t) = dw

dt we used in equation (II.7). The Wiener process is also commonly
known as Brownian motion when we take the phase space to be physical space.
We will de�ne the Wiener process giving its statical properties via its distribution
function. This distribution function can be seen to satisfy the conditions of Kol-
mogorov Extension Theorem [31], which therefore guarantees the existence of
such a stochastic process.

We say that a continuous process {w(t)}t>0 is a one-dimensionalWiener process
if the following two conditions are satis�ed:

1. w(0) = 0 and

2. for all values of s and t, 0 ≤ s ≤ t the random variable w(t)− w(s) has the
gaussian distribution

g(t− s, x) =
1√

2π(t− s)
exp

(
− x2

2(t− s)

)
. (II.9)

This de�nition is naturally extended in d-dimensions by creating a d-dimensional
vector w(t) = (w1(t), . . . , wd(t)) with joint density

g(t, x1, . . . , xd) = g(t, x1) · . . . · g(t, xd), (II.10)

because of the independence of the increments. We can thus easily compute the �rst
moments of the d-dimensional Wiener process:

∫

Rd

g(t, x)dx = 1, (II.11)

∫

Rd

xig(t, x)dx = 0, i = 1, . . . , d, (II.12)
∫

Rd

xixjg(t, x)dx = δijt, i, j = 1, . . . , d. (II.13)

(For an obliged and very extensive reference on Brownian motion we can refer to [35].)
Now that all elements of equation (II.7) are properly mathematically de�ned it

is more than natural to try to �nd a solution of it. As said before, this solution

8



CHAPTER II. Stochastic processes and stochastic di�erential equations

will be a stochastic process. Mathematicians have shown [17] that, as in the case of
a nonperturbed system of ordinary di�erential equations, if the functions Fi(x) and
σij(x) are Lipschitz-continuous, then equation (II.7) has a unique solution.

Let us approximate solutions to equation (II.7) with a linear Euler extrapolation
formula [28]. Suppose that the solution x(t) is given on some interval [0, t0]. Then for
small values of ∆t and using the Itô scheme, we may approximate x at time t0 + ∆t
using x at time t0 with

x(t0 + ∆t) ' x(t0) + F (x(t0))∆t + σ(x(t0))∆w, (II.14)

with ∆w = w(t0 + ∆t) − w(t0). This formula is knwon as the Euler-Bernstein
equation because of the use of the Euler approximation by Bernstein in his original
work on stochastic di�erential equations.

The Fokker-Planck equation
We now take a look to the statistics of the solution x(t) to equation (II.7), which is
described by the distribution function f(t, y) ≡ Prob(x(t) = y).

To make sure that f(t, x) exists and is di�erentiable we have to impose some
conditions on the factors σij(x). Let us de�ne the quadratic symmetric non-negative
matrix

aij(x) =
d∑

k=1

σik(x)σjk(x). (II.15)

We now sketch the derivation of the evolution equation for f(t, x) which technically
requires that σij and ai are C2 and that they and their �rst derivatives are bounded.
the main idea is to calculate in two di�erent ways the expectation value of a quantity
and equate this two results to obtain what we want.

Assume x(t) is the solution to equation (II.7) in [0, t0] for a t0 > 0. Pick ε > 0 and
extend x(t) on the interval [t0, t0 + ε] thanks to the Euler-Bernstein formula (II.14)
by

x(t0 + ∆t) = x(t0) + F (x(t0))∆t + σ(x(t0))∆w(t0), (II.16)

where 0 ≤ ∆t ≤ ε and ∆w(t0) = w(t0 + ∆t)− w(t0).
Consider a test function h ∈ C3

0 (Rd), with compact support. The quantity of
which we are going to calculate the expectation value is h(x(t0 + ∆t)). To do this,
we make the assumption that x(t) has a distribution f(t, x) for t ∈ [0, t0 + ∆t]. Then
x(t0 + ∆t) has a distribution f(t0 + ∆t, x) and the expected value of h(x(t0 + ∆t)) is

E
(
h
(
x(t0 + ∆t)

))
=

∫

Rd

h(x)f(t0 + ∆t, x)dx. (II.17)

On the other hand the Euler-Bernstein equation (II.16) allows us to write

h
(
x(t0 + ∆t)

)
= h

(
Q(x(t0), ∆w(t0))

)
, (II.18)

9
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where
Q(x, y) = x + F (x)∆t + σ(x)y. (II.19)

Since the two random variables x(t0) and ∆w(t0) are independent for all ∆t ∈ [0, ε],
the random pair (x(t0), ∆w(t0)) has the distribution

f(t0, x)g(∆t, y), (II.20)

where g is the distribution (II.10) of a d-dimensional Wiener process. Thus we may
once more calculate the expected value of h(x(t0 +∆t)) from equation (II.18) to yield

E
(
h
(
x(t0 + ∆t)

))
=

∫

Rd

∫

Rd

h(x + F (x)∆t + σ(x)y)f(t0, x)g(∆t, y) dx dy. (II.21)

We now can equate equation (II.17) and (II.21)
∫

Rd

h(x)f(t0 + ∆t, x)dx =
∫

Rd

∫

Rd

h(x + F (x)∆t + σ(x)y)f(t0, x)g(∆t, y) dx dy,

(II.22)
and proceed to a Taylor expansion of h, to then divide throughout by ∆t and take
the limits as ∆t → 0. We however have to Taylor expand h up to second order,
because equation (II.13) roughly tells us that somehow ∆w ≈ (∆t)1/2, so that the
quadratic term of the series will still have a linear, thus not negligible, contribution
in ∆t. Taylor expanding the right-hand side of equation (II.22) we therefore get:

∫

Rd

∫

Rd

h(x + F (x)∆t + σ(x)y)f(t0, x)g(∆t, y) dx dy

=
∫

Rd

∫

Rd

{
h(x) +

d∑

i=1

∂h(x)
∂xi

(
Fi(x)∆t +

d∑

k=1

σik(x)yk

)

+
1
2

d∑

i,j=1

∂2h(x)
∂xi∂xj

(
Fi(x)∆t +

d∑

k=1

σik(x)yk

)(
Fj(x)∆t +

d∑

k=1

σjk(x)yk

)

+ RT (x)(∆t)3/2

}
g(∆t, y)f(t0, x) dx dy,

(II.23)
where RT (x)(∆t)3/2 is the remainder of the Taylor expansion:

RT (x)(∆t)3/2 =
1
3!

d∑

i,j,k=1

∂3h

∂xi∂xj∂xj

∣∣∣∣
x+εA

AiAjAk, ε ∈]0, 1[, (II.24)

with A = F (x)∆t + σ(x)y. This remainder can actually be shown to be of order
(∆t)3/2 (see the appendix of reference [2]).

10



CHAPTER II. Stochastic processes and stochastic di�erential equations

We now proceed to the integration with respect to y in equation (II.23), making
use of equations (II.11) through (II.13) and obtain (plugging the result into equation
(II.22)):

∫

Rd

h(x)f(t0 + ∆t, x)dx

=
∫

Rd

{
h(x) +

1
2

d∑

i,j=1

∂2h

∂xi∂xj

(
Fi(x)Fj(x)(∆t)2 + aij(x)∆t

)

+
d∑

i=1

∂h

∂xi
Fi(x)∆t + RT (x)(∆t)3/2

}
f(t0, x)dx,

(II.25)

where the de�nition of aij(x) equation (II.15) was used.
Taylor expanding also the left-hand side of equation (II.25), dividing throughout

by ∆t and taking the limit ∆t → 0 we get:
∫

Rd

h(x)
∂f

∂t
dx =

∫

Rd





1
2

d∑

i,j=1

∂2h

∂xi∂xj
aij(x) +

d∑

i=1

∂h

∂xi
Fi(x)



 f(t0, x)dx. (II.26)

Integrating by parts the right-hand side of the last equation under the assumption
that h has compact support we can rewrite the result as

∫

Rd

h(x)





∂f

∂t
+

d∑

i=1

∂[Fi(x)f ]
∂xi

− 1
2

d∑

i,j=1

∂2[aij(x)f ]
∂xi∂xj



 dx = 0, (II.27)

and we thus �nally obtain the evolution equation for the distribution f(t, x) setting
the term within braces identically zero:

∂f

∂t
= −

d∑

i=1

∂[Fi(x)f ]
∂xi

+
1
2

d∑

i,j=1

∂2[aij(x)f ]
∂xi∂xj

. (II.28)

This evolution equation is known as the (forward) Fokker-Planck equation or the
forward Kolmogorov equation and plays a major role in investigations on the
e�ects of random perturbations on the evolution of distribution functions, and in
nonlinear phenomena in general. The �rst term on the right-hand side is usually
called a drift term, while the second is known as a di�usion term.

The Fokker-Planck equation (II.28) is sometimes written in the equivalent form
∂f

∂t
= LFP f. (II.29)

where the Fokker-Planck di�erential operator is de�ned by

LFP = −
d∑

i=1

∂

∂xi
Fi(x) +

1
2

d∑

i,j=1

∂2

∂xi∂xj
aij(x). (II.30)

11



CHAPTER II. Stochastic processes and stochastic di�erential equations

The backward Fokker-Planck equation would then be written as

∂f

∂t
= L†FP f, (II.31)

where the operator L†FP is given by

L†FP =
d∑

i=1

Fi(x)
∂

∂xi
+

1
2

d∑

i,j=1

aij(x)
∂2

∂xi∂xj
, (II.32)

and is the adjoint operator to LFP on the space of the square-integrable and twice
continuous di�erentiable functions.

Another instructive way to derive Fokker-Planck equation is via the Kramers-
Moyal expansion of the master equation by truncating it after second order [34, 39].
This expansion is practically a way to rewrite the integro-di�erential master equation
into a partial di�erential equation of in�nite order.

II.3 Conditional entropy
A useful concept to characterize the irreversibility of a process is given by the concept
of entropy, in the sense of a quantity which is never decreasing in time, and thus
somehow singles out the future from the past. Since a reversible system shows a kind
of evolution which does not strictly do this distinction between past and future, we
see that we want the entropy to be constant if the system evolves under an invertible
Markov operator. These considerations lead us to the conclusion that the entropy
functional represented by the Boltzmann-Gibbs entropy de�ned by

HBG(f) = −
∫

X
f ln fdx, (II.33)

is not the functional we are seeking for. As a matter of fact, it can be shown [28],
that the Boltzmann-Gibbs entropy can vary under a reversible evolution, and even
decrease in time.

We address our attention to a generalization of the Boltzmann-Gibbs entropy,
which doesn't present this kind of defects, and introduce the concept of conditional
entropy.

If f and g are two distribution functions such that the support of f is in the
support of g, supp(f) ⊂ supp(g), then the conditional entropy of f with respect
to g is de�ned by

Hc(f |g) = −
∫

X
f(x) ln

f(x)
g(x)

dx. (II.34)

Some of the properties of Hc(f |g) are that:

12
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1. Since f and g are distribution functions, Hc(f |g) ≤ 0, because

Hc(f |g) = −
∫

X
f(x)

(
ln f(x)−ln g(x)

)
dx ≤ −

∫

X
f(x)

(
ln g(x)−ln g(x)

)
dx = 0,

(II.35)
where the integrated Gibbs inequality was used:

−
∫

X
f(x) ln f(x)dx ≤ −

∫

X
f(x) ln g(x)dx. (II.36)

Equality in (II.35) holds if and only if f ≡ g.

2. If g is the constant density of the microcanonical ensemble, i.e., g = 1/µL(X),
where µL(X) is the Lebesgue-measure of X, then Hc(f |g) = HBG(f)−ln µL(X).
If the space X is normalized, then g ≡ 1 and Hc(f |1) = HBG(f). This explains
in which sense the conditional entropy is a generalization of the Boltzmann-
Gibbs entropy.

3. Let P be a Markov operator. Then

Hc(P tf |P tg) ≥ Hc(f |g) (II.37)

for f ≥ 0, and all distribution functions g. This theorem was remarkably
demonstrated by Voigt in reference [40].

4. From the de�nitions (II.34) and (II.33) it follows that

Hc(f |g) = HGB(f)−HGB(g) +
∫

X

(
f(x)− g(x)

)
ln g(x)dx. (II.38)

Replacing f by P tf and g with a stationary distribution f∗ of P (i.e. P tf∗ = f∗),
we have

Hc(P tf |f∗) = HGB(P tf)−HGB(f∗) +
∫

X

(
P tf(x)− f∗(x)

)
ln f∗(x)dx. (II.39)

If we now suppose that limt→∞ P tf = f∗, and that the Boltzmann-Gibbs en-
tropy HBG(f) is maximized by the distribution f∗, then we conclude that the
conditional entropy will be zero whenever the Boltzmann-Gibbs entropy is at
its maximum value of HBG(f∗). We are thus lead to think of the conditional
entropy as the di�erence between the thermodynamic entropy and the maximal
equilibrium entropy, that is Hc ∼ ∆S.
The stationary distribution function f∗, if it exists and is unique, is also the
state of maximal entropy, and the state toward which the dynamical system
will tend. This means that it represents thermodynamical equilibrium.
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Chapter III

The galilean Ornstein-Uhlenbeck
process

III.1 The Brownian motion
As it was said before, taking the phase space X of the dynamical system described
by equation (II.7) to be the physical space R3, we obtain what we usually call the
Brownian motion already cited in the previous chapter. Let us be more speci�c on
this point.

Let us suppose, that we want to model the di�usion process of one �test� particle
in a �uid in classical galilean physics. We assume that the �uid is in a state of
thermodynamic equilibrium, so that we can give a temperature Teq and an inertial
coordinate system Req in which the �uid is globally at rest. We will initially study
our di�usion in this coordinate system Req.

We already gave hints to the fact that the Wiener process represents our mathe-
matical model for the Brownian motion. Let us for instance consider the case where
our (pollen) �test� particle is in the rest coordinate system of the �uid Req. The ran-
dom collisions of the (light) �uid molecules causes the position of our pollen particle
to vary stochastically in time. We assume that every collision happens instantly and
is uncorrelated to the others. With this assumptions a good mathematical description
of our model is indeed given by the Wiener process de�ned previously. But with one
minor di�erence which is given by the fact that we have to introduce a length scale a
and a time scale τ , treating a physical phenomenon (before the Wiener process w(·)
was implicitly supposed to be indexed by an dimensionless parameter). The trajec-
tory x(t) of our pollen particle starting at x = 0 in t = 0 is thus traditionally written
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CHAPTER III. The galilean Ornstein-Uhlenbeck process

as:
x(t) = a ·w(t/τ), (III.1)

where w(·) =
(
w1(·), w2(·), w3(·)

)
, each wi(·) being a Wiener process.

Choosing n(t, x) to denote the probability density to �nd the test particle in
position x at instant t, and noting that equation (III.1) is a special case of (II.7) for
which we know the Fokker-Planck equation (II.28), we obtain

∂n

∂t
= χ∆n, t > 0, (III.2)

which is the usual di�usion equation, and where ∆ is the laplacian and the coe�cient χ
is simply related to the other characteristic dimensions of the problem by the relation

χ =
a2

τ
. (III.3)

This model, which is mainly due to Einstein [15], presents the problem that the
path of the Borwnian motion is not di�erentiable (see reference [34]). A consequence
of this fact is that it is not possible to de�ne a velocity by the usual relation v(t) = dx

dt .
This means in particular that the model of galilean di�usion presented here does not
allow one to consider the probability distribution of the velocity or of the kinetic
energy of the di�using particle. In this context these concepts do not even make
sense.

III.2 The galilean Ornstein-Uhlenbeck process
That is the reason why, after the works of Langevin, Ornstein and Uhlenbeck intro-
duced in 1930 the stochastic process which today carries their names. The main idea
is to add the uncertainty given by the white noise to the velocity, rather than to the
position, as it was the case with the Brownian motion.

Being more speci�c, the Ornstein-Uhlenbeck is de�ned by two di�erential equa-
tions which �x the time derivatives of the position and the velocity (or the momen-
tum). These are: 




dx
dt

=
1
m

p(t)

dp
dt

= F(p) +Ddw
dt

.

(III.4)

We should perhaps precise that the adjective �galilean� simply underlines the fact
that the framework in which the Ornstein-Uhlenbeck process described by equations
(III.4) takes place is galilean physics, in contraposition to relativistic physics. The
term galilean is surely not meant to signify that the system of equation (III.4) is
invariant under the group of galilean transformations. It is in fact clear that the
system of equations (III.4) will not be invariant under a galilean boost p → p + p′.
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CHAPTER III. The galilean Ornstein-Uhlenbeck process

This simply because they describe the motion of a particle in a �uid the preferred
reference frame where this �uid is at rest 1.

In the �rst equation, which is only the galilean de�nition of the momentum, m
is the mass of the di�using particle. The second equation of (III.4) �xes the total
force acting on the particle, which is the sum of a mean value depending on the the
momentum of the particle with respect to the surrounding �uid, and a stochastic
deviation around this mean value which depends only on the time and is represented
by the Wiener process. The coe�cient D has the dimension of momentum and plays
a similar role to that played by the coe�cient a in the previous section.

In the Ornstein-Uhlenbeck model velocity and momentum are well-de�ned at any
time. This solves the problem present in the model given by the Brownian motion,
where these quantities could not be calculated.

We will see that the form of the mean force F is completely determined by the
statistics of the di�using particles at equilibrium. This is intimately related to the
�uctuation-dissipation theorem. We can in fact understand that equilibrium is
reached depending on a kind of balance between the force F, which tends to dissi-
pate the particles' energy, and the stochastic noise, characterized by D and τ , which
represents the particles' energy gain given by the �uid. If for instance we choose
the Maxwell-Boltzmann distribution as the equilibrium distribution, we are forced to
take a linear dissipation force F(p) = −αp, with a constant α > 0. In this case it is
found that the system of stochastic di�erential equations (III.4) is exactly integrable.
However, we are not interested in this result, but we rather want to examine the case
where a great number of particles di�use. If we assume that all these particles are
identical and do not directly interact (which comes down to supposing that the dif-
fusing particles are su�ciently dilute in the surrounding �uid), it seems reasonable to
model their di�usion thanks to the Ornstein-Uhlenbeck process. Now, the most con-
venient way to concretely describe this di�usion is a distribution function Π(t,x,p),
which gives the probability density to �nd a particle in a region of the one-particle
phase space. The transport equation of this distribution function can be found with
the methods we already discussed.

III.3 Transport equation for the galilean Ornstein-Uhlen-
beck process

Starting from equation (III.4), and going through the same kind of calculations that
lead from (II.7) to the Fokker-Planck equation (II.28), we �nd that the probability
density Π(t,x,p) obeys the following type of Fokker-Planck equation:

∂Π
∂t

+
∂

∂x ·
( p

m
Π

)
+

∂

∂p · (F(p)Π) =
D2

τ

∂2Π
∂p2

, t > 0, (III.5)

where the coe�cient D2/τ plays a similar role to that played by χ in the usual di�u-
sion equation. This equation is sometimes referred to as the forward Kolmogorov

1I am grateful to Professor Fröhlich for pointing me out this possible misunderstanding
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equation or also as the Kramers equation.
Let us give some qualitative insights on the signi�cance of equation (III.5). As it

could be inferred from the derivation the general Fokker-Planck equation (II.28) in
Section II.2, the right-hand side of equation (III.5) is due to the noise, expressed in
the equations of motion (III.4) by the time derivative of the Wiener process w. In a
deterministic system the right-hand side would disappear and we would simply have
the following simple evolution equation:

∂Π
∂t

= − ∂

∂x ·
( p

m
Π

)
− ∂

∂p · (F(p)Π), t > 0, (III.6)

whose signi�cance can be clari�ed by the following calculations.
Let us de�ne the reversible dynamical law St : X → X, with X = {z = (x,p) ∈

R3 × R3} being our phase space, similarly as in Section II.1:
{

z(t) = St(z0)

z(0) = S0(z0) = z0.
(III.7)

which represents the equations of motion

dzi

dt
= F̃i(z), i = 1, . . . , 6 (III.8)

where in this special case F̃ (z) = ( pm , F(p)).
At this point, given the probability distribution function Π ∈ L∞ for the particle

at time t = 0, we can de�ne a so-called Koopman operator Kt : L∞ → L∞ by

KtΠ(z0) = Π(St(z0)) = Π(z). (III.9)

Deriving equation (III.9) with respect to t we get:

∂

∂t
Π(z) =

∂

∂t
Π(St(z0)) =

∑

i

żi
∂

∂zi
Π(St(z0))

=
∑

i

żi
∂

∂zi
Π(z) =

∑

i

F̃i
∂

∂zi
Π(z)

=
p
m
· ∂

∂xΠ(x,p) + F(p) · ∂

∂pΠ(x,p),

(III.10)

which is the evolution equation for Π(z) = KtΠ(z0). En passant we note that the
right-hand side of equation (III.10) is the application of the adjoint Fokker-Planck
operator L†FP de�ned in equation (II.32). Equation (III.10) is thus a special case of
backward Fokker-Planck equation. It is indeed an evolution equation backward in
time.

An evolution forward in time is expressed by a so-called Froebenius-Perron oper-
ator which, like the Koopman operator, is a kind of Markov operator (see reference
[28]). If St is a nonsingular transformation (that is, if µ(A) implies µ(St(A)) for
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any Set A, µ being the Lebesgue measure), then the Froebenius-Perron operator
P t : L1 → L1 associated to St is de�ned by:

∫

A
P tΠ(z)dz =

∫

S−1
t (A)

Π(z)dz. (III.11)

Denoting the characteristic function of the set A ⊂ Rd as 1A(z) (that is, 1A(z) = 1
for z ∈ A, and 1A(z) = 0 for z /∈ A) we note the following simple fact:

∫

Rd

P tΠ(z)1A(z)dz =
∫

A
P tΠ(z)dz =

∫

S−1
t (A)

Π(z)dz

=
∫

A
Π(St(z))dz =

∫

A
KtΠ(z)dz =

∫

Rd

Π(z)Kt1A(z)dz,

(III.12)
and, because any distribution function can be constructed as the limit of a series of
characteristic functions, this means that the Forebenius-Perron operator P t is adjoint
to the Koopman operator Kt in the space L∞:

〈P tΠ1, Π2〉 ≡
∫

Rd

P tΠ1(z)Π2(z)dz =
∫

Rd

Π1(z)KtΠ2dz ≡ 〈Π1,K
tΠ2〉. (III.13)

With these remarkable result we can go back to equation (III.10)

∂

∂t
(KtΠ) =

∑

i

F̃i
∂

∂zi
Π, (III.14)

and use it combination with equation (III.13):
〈

∂

∂t
(P tΠ1),Π2

〉
=

∂

∂t
〈P tΠ1, Π2〉 =

〈
Π1,

∂

∂t
(KtΠ2)

〉

=

〈
Π1,

∑

i

F̃i
∂

∂zi
Π2

〉

=
∑

i

∫

Rd

[
∂(Π1Π2F̃i)

∂zi
−Π2

∂(Π1F̃i)
∂zi

]
dz

= −
〈∑

i

∂

∂zi
(Π1F̃i),Π2

〉
,

(III.15)

where we used partial integration exploiting the fact that Π2 has compact support.
We thus have

∂

∂t
(P tΠ) = −

∑

i

∂

∂zi
(ΠF̃i) = − ∂

∂x ·
( p

m
Π

)
− ∂

∂p · (F(p)Π), (III.16)

which is exactly equation (III.6).
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Again, as it was explained at the end of Section II.2 for the general Fokker-Planck
equation (II.28), equation (III.5) can be written as

∂Π
∂t

= LFP Π, (III.17)

where the di�erential Fokker-Planck operator LFP , which is said to be the generator
of our stochastic process, is de�ned by

LFP = − ∂

∂p · F(p) +
D2

τ

∂2

∂p2
. (III.18)

Now, in equation (III.5) we still have to choose the mean force F to fully char-
acterize the galilean Ornstein-Uhlenbeck process. As said before, �xing the equilib-
rium distribution comes down to choosing a particular form for F by means of the
�uctuation-dissipation theorem. We expect that, waiting long enough for the particles
to be in thermal equilibrium with the surrounding �uid, the distribution evolves to
a spatially homogenous state with a de�ned temperature corresponding to the equi-
librium temperature Te of the �uid. We thus reasonably assume that the equilibrium
distribution Πeq is given by the Maxwell-Boltzmann distribution:

Πeq(p) = (2πmkBTe)−
3
2 exp

(
− p2

2mkBTe

)
, (III.19)

which therefore has to be solution of equation (III.5). This forces F to be linear in
momentum:

F(p) = −α
p
m

, (III.20)
where the friction coe�cient α, is given by:

α =
D2

mkBTe

1
τ
. (III.21)

This relation is referred to as a �uctuation-dissipation theorem, because it relates
the characteristic parameter α of the dissipation force F, with the characterizing
parameters of stochastic noise D and τ . Given the fact that only the combination
D2/τ appears in our equations it is common use to introduce the notation D = D2/τ .

At this point we should do some remarks on the particular form of the dissipative
force F, which is sometimes justi�ed by the observation that it is equal to the Stokes
force acting in Navier-Stokes hydrodynamics on a sphere in a newtonian �uid. This
observation is not completely pertinent, because it neglects the fact that this result
is an approximation for small Reynolds numbers. We refer to [6] (from which this
diploma thesis has greatly pro�ted in general) and to the article [8] for an account on
this point and to the Oseen corrections to Stokes law. What we want to retain anyway
is that what we are investigating is just a simpli�ed toy-model of irreversibility, which
does not have any pretension to be realistic. We only impose that our model is simple
enough to allow a deep theoretical analysis, and in this point of view we are almost
forced to choose a white noise as a stochastic term, being the most tractable. If we
further choose the Maxwell-Boltzmann distribution as equilibrium distribution, then
we are automatically lead to the expression for F, as explained before.

20



Chapter IV

The relativistic
Ornstein-Uhlenbeck process

IV.1 Construction of the ROUP
In reference [8] the authors introduced the �rst explicit relativistic stochastic pro-
cess, the relativistic Ornstein-Uhlenbeck process (ROUP), generalizing the galilean
Ornstein-Uhlenbeck process to the framework of special relativity. We already had a
glance of the advantages of the Ornstein-Uhlenbeck process over Brownian motion,
which presents a parabolic structure that is incompatible with the fact that any speed
should be limited by c, the vacuum speed of light (see [29]). In this chapter we would
like to brie�y sketch the construction of the ROUP, always referring to the original
paper [8] for any detail.

We start by modifying equations (III.4) with (III.20) to make them compatible
with special relativity:





dx
dt

=
1
m

p
γ(p)

dp
dt

= −α(p)
p

γ(p)
+
√

2D
dw
dt

,

(IV.1)

where the Lorentz factor γ(p) is given by the usual expression

γ(p) =

√
1 +

p2

m2c2
, (IV.2)

and w = (w1(t), w2(t), w3(t)) designates the three-dimensional Wiener process, as
it was presented in section II.2. The �rst equation of (IV.1) is just the relativistic

21



CHAPTER IV. The relativistic Ornstein-Uhlenbeck process

relation between momentum and velocity. The second equation deserves some more
discussion. It was derived imposing that in the global rest coordinate frame of the
surrounding �uid be a gaussian white noise, like in the galilean case.

Starting from equations (IV.1) and going through a similar process to the one
that lead from the stochastic equations of motion (II.7) to the Fokker-Planck equation
(II.28), we obtain the following relativistic forward Kolmogorov equation (or relativis-
tic Kramers equation) equation for the distribution function Π(t,x,p) in phase-space
(again we refer to the original paper [8] for the details in the derivation):

∂Π
∂t

+
∂

∂x ·
( p

γm
Π

)
+

∂

∂p ·
(
−α

p
γ

Π
)

= D
∂2Π
∂p2

. (IV.3)

We are now tempted to impose as equilibrium distribution the relativistic analogous
of the Maxwell-Boltzmann distribution, the Jüttner distribution (see [24]):

ΠJ(p) =
1

4πm3c3

1
Q2K2(1/Q2)

exp

(
− γ

Q2

)
, (IV.4)

where Q2 = kBTe

mc2
is the quotient between the thermic energy and the mass energy of

a di�using particle, and K2 is the second order modi�ed Hankel function. For Q2 ¿ 1
the Jüttner distribution reduces to the familiar Maxwell-Bolzmann distribution. Once
we impose the Jüttner distribution as equilibrium distribution we again recover the
expression of the �uctuation distribution theorem (III.21).

With this we completely de�ned the ROUP in the inertial coordinate system Req

in which the �uid is globally at rest, and implicitly in any other inertial coordinate
system, via Lorentz transform.

If we want to give the ROUP in any other inertial coordinate system than Req, we
are clearly bound to introduce a vector describing the velocity of the surrounding �uid.
It turns out that a description of the ROUP equivalent to equations (IV.1) (and to the
Kolmogorov equation (IV.3)) is given by the following system of manifestly covariant
equations: 




dxµ

ds
= uµ

dpµ

ds
= Fµ + ξµ,

(IV.5)

where s is the proper distance along the world line of the particle, indices denoted
by Greek letters run from 0 to 3, and the chosen signature of the space-time metric
is (+,−,−,−). The 4-vector ξµ is the stochastic part of the 4-force acting on the
particle, and Fµ is the deterministic part of the 4-force given by the expression:

Fµ = −mλµ
ν (uν − Uν) + mλα

βuα(uβ − Uβ)uµ. (IV.6)

Here the time-like 4-vector Uµ represents the surrounding �uid's (local) 4-velocity,
and the second rank tensor λ, which a priori depends on the thermodynamic state
of the surrounding �uid and both velocities uµ and Uµ, generalizes the usual friction-
coe�cient. We note that the deterministic 4-force is by construction orthogonal to the
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CHAPTER IV. The relativistic Ornstein-Uhlenbeck process

4-velocity of the particle, uµFµ = 0, so that the condition uµuµ = 1 is not violated
by the motion. If we assume that the �uid is isotropic the tensor λ takes the form:

λµ
ν = χUµUν + α/γ2(δµ

ν − UµUν), (IV.7)

with the two scalars χ and α. As a matter of fact, assuming the metric to be
Minkowskian and that the surrounding �uid is in an equilibrium state, one �nds
immediately that, in the rest frame of the �uid Req where U = (1,0), equation (IV.7)
gives:

λµ
ν =




χ 0 0 0
0 α/γ2 0 0
0 0 α/γ2 0
0 0 0 α/γ2


 , (IV.8)

which does not particularizes any spatial direction. In reference [8], the coe�cient χ
was chosen to be equal zero (see the discussion in Section 3.1 of reference [8]).

The random part of the force, ξµ , is characterized by the fact that its spatial part
is the centered Gaussian white noise. In the coordinate system Req it is thus equal
to
√

2Ddw/dt, where w is the 3-dimensional Wiener process.
It is now the case to introduce a manifestly covariant formalism also for the Kol-

mogorov formulation of the ROUP as it was done in references [1] and [7].

IV.2 Covariant Kolmogorov equation for the ROUP
In relativistic statistical physics it has become customary to introduce an extended
8-dimensional phase-space, which is essentially the Cartesian product of the space-
time manifold M and of a corresponding extended 4-dimensional momentum-space,
obtained by formally treating the four momentum components as independent vari-
ables. Actually the extended phase-space can be identi�ed with the co-tangent bundle
to the space-time manifold T ∗M = {(xµ, pµ)} (the distinction between tangent and
co-tangent bundle is just academic in special relativity, where we have to do with a
�at metric, but it is not the case in general; moreover, some considerations (see for
example reference [11]) makes the choice of the co-tangent bundle more natural). A
new unphysical distribution function is then introduced on this extended phase-space.
Every calculation is then carried out with this distribution function and the physical
relevant results are then recovered by restricting every equation to the mass-shell, es-
sentially by a convolution with a Dirac-delta function. This sort of formalism is more
elegant, treating time as a space-time independent coordinate with its associated
independent momentum-coordinate, and it generally sensibly simpli�es calculations.
Moreover, the use of a manifestly covariant formalism is the �rst step of an extension
of the ROUP in the context of general relativity.

Now, the three spatial momentum-components can naturally take any real value.
However, the range of variation one should choose for the zeroth momentum-component
treated as an independent variable is not obvious. For the case of the ROUP the
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CHAPTER IV. The relativistic Ornstein-Uhlenbeck process

choice of the entire real axis is actually not advisable, because in that case the co-
e�cients characterizing the process are not always well-de�ned. It turns out that a
natural choice for the subset of R4 in which the variation of the 4-vector p should be
restrained is the �half-space� P = {p · U > 0 | p ∈ R4}, where U stands for the 4-
velocity of the surrounding �uid. In any given reference frame the condition p ·U > 0
can be transcribed in terms of the zeroth component of p as p0 > pU

U0 . In the coordi-
nate system Req, in which the surrounding �uid is at rest, U reads Uµ = (1, 0, 0, 0)
and the condition for the zeroth component of p ∈ P therefore reads p0 > 0. This,
together with the fact that in Req the 4-vectors p on mass-shell are described by
p · U = mcγ(p), makes sure that the mass-shell is included in P.

If we now have a Lorentz invariant distribution function f on the cotangent bundle
of the space-time manifold T ∗M we recover the physical distribution function Π with
a restriction on the mass-shell:

Π(t,x,p) =
∫

P
f(t,x, p0,p)δ(p0 −mcγ(p))dp0. (IV.9)

The Kolmogorov equation (IV.3) can then be rewritten as∫

P
L(f)δ(p0 −mcγ(p))

dp0

p0
= 0, (IV.10)

where the di�erential operator L is de�ned by [1]

L(f) = ∂µ(pµf) + ∂µ
p (mcFµf) + DKαµβν∂µ

p

(
pαpβ

p · U ∂ν
pf

)
. (IV.11)

Here we introduced the abbreviation ∂µ
p = ∂

∂pµ
for the partial derivative with respect

to an arbitrary component of the momentum p, and ∂µ for the partial derivative with
respect to an arbitrary space-time component. The tensor K is de�ned by

Kαµβν = UαUβ∆µν + UµUν∆αβ − UαUν∆µβ − UµUβ∆αν , (IV.12)
where ∆ is the projector unto the subspace of momentum 4-space orthogonal to U :

∆µν = ηµν − UµUν , (IV.13)
the tensor η being the �at metric tensor of special relativity ηµν = diag(1,−1,−1,−1).
The deterministic 4-force Fµ in equation (IV.11) is the one already de�ned in equation
(IV.6):

Fµ = −λµνpν
p2

m2c2
+ λαβ pαpβ

m2c2
pµ, (IV.14)

with
λµν =

m2c2α/γ2

(p · U)2
∆µν . (IV.15)

From this last equation we e�ectively see that P is the largest domain in which all
coe�cients of the manifestly covariant Kolmogorov equation are de�ned and regular.

The manifestly covariant special relativistic Kolmogorov equation is now simply
L(f) = 0. It can serve as a manifestly covariant de�nition of the special relativis-
tic Ornstein-Uhlenbeck process, because its restriction to the mass-shell is, in Req,
identical to equation (IV.3), which itself fully de�nes the process in all Lorentz frames.
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CHAPTER IV. The relativistic Ornstein-Uhlenbeck process

IV.3 Conditional entropy 4-current and stationary equi-
librium distribution

In Section II.3 we saw the de�nition of the conditional entropy of a distribution func-
tion f with respect to a distribution function g. Following the traditional relativistic
theories of continuous media it is natural to extend that de�nition introducing also
an entropy 4-current for the ROUP. Using the formalism introduced in the precedent
sections it is easier to proceed in a manifestly covariant manner.

Let us �rst of all seek for a time and position independent solution of the Kol-
mogorov equation. This will be a stationary equilibrium distribution function in
phase-space which will represent thermodynamic equilibrium.

It can be shown (see reference [1]) that the Jüttner distribution satis�es these
requirements. Here we write it in a manifestly covariant manner:

f∗(p) =
1

4π(mc)3

mc2

kBTe

K2( mc2

kBTe
)

e
− c

kBTe
(p·U)

. (IV.16)

Now, we want to construct an entropy current starting from an entropy density, in
the same way in which we usually construct a particle current from a particle density.
We recall that the spatial particle density and its associated 3-current are de�ned
respectively by:

n(x) =
∫

R4

f(x, p)δ(p0 −mcγ(p))d4p (IV.17)

and
j(x) =

∫

R4

p
p0

f(x, p)δ(p0 −mcγ(p))d4p. (IV.18)

In manifestly covariant relativistic kinetic theory it customary to combine these
two quantities in a unique mathematical object de�ning a particle 4-current [5].
Thanks to the well-known properties of the Dirac δ function we can write:

δ(p2 −m2c2) =
1

2p0

[
δ(p0 −mcγ(p)) + δ(p0 −mcγ(p))

]
, (IV.19)

and thus
2p0 θ(p0)δ(p2 −m2c2) = δ(p0 −mcγ(p)). (IV.20)

This allows us to transcribe the de�nitions of the spatial particle density and the
particle 3-current, equations (IV.17) and (IV.18) respectively as:

n(x) = 2
∫

R4

p0 f(x, p)θ(p0)δ(p2 −m2c2)d4p (IV.21)

and
j(x) = 2

∫

R4

p f(x, p)θ(p0)δ(p2 −m2c2)d4p, (IV.22)
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that is, as the components of the current 4-vector de�ned as

jµ(x) = 2
∫

R4

pµf(x, p)θ(p0)δ(p2 −m2c2)d4p. (IV.23)

Following this example the authors of reference [1] de�ned the entropy 4-current
in the following way:

Sµ
f |g(x) = −

∫

R4

pµf(x, p) ln
(

f(x, p)
g(x, p)

)
θ(p0)δ(p2 −m2c2)d4p. (IV.24)
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Chapter V

The ROUP in the hydrodynamic
limit

In this chapter we will show how to obtain, from the exact transport equation for
the ROUP, an approximated simpli�ed equation describing the di�usion process in
the large scale limits. In the equilibrium reference frame of the ROUP, this equation
surprisingly turns out to be the traditional di�usion equation. This is apparently
contradictory, because, has we explained in one of the previous chapters, the parabol-
ical structure of the usual di�usion equation would allow a signal propagation with
unbounded speed. We will show how to solve this paradox and how to reconciliate the
whole with the principles of Einstein relativity. We can already anticipate that the
hydrodynamic limit implicitly assumes that we are considering velocities which are
very small (compared to the speed of light). Loosely speaking, unbounded velocities
simply means velocities that are greater than those considered in this regime. The
whole discussion teated here is mainly based on references [6] and [9].

V.1 The ROUP in the large-scale limit
The di�erent scales of the problem
In this chapter we will consider the case in which the �uid surrounding the di�using
particles is in thermodynamical equilibrium with temperature Teq, and the whole
discussion will be held in the coordinate sytem Req where the �uid is globally at rest.

We want to take a look at the scales which characterize the ROUP in this reference
frame, that is to say the characteristic dimensions which occur in the Kolmogorov
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CHAPTER V. The ROUP in the hydrodynamic limit

transport equation (IV.3):

∂Π
∂t

+
∂

∂x ·
( p

γm
Π

)
+

∂

∂p ·
(
−α

p
γ

Π
)

= D
∂2Π
∂p2

. (V.1)

The factor α is the only time scale of the problem. Physically, 1/α represents a
characteristic microscopic relaxation time of the system. In the frame of statistical
physics we could say that 1/α is the mean time between two collisions of the di�using
particle with some surrounding �uid molecules.

A characteristic energy scale is surely given by the rest energy of the di�using
particles, εm = mc2. Another energy scale is de�ned by the thermic energy associated
to the equilibrium energy, εeq = kbTeq. Because of the �uctuation-dissipation theorem
we have the following relation among εeq, α, D, and m:

εeq =
D

mα
. (V.2)

Each of the energy scales εm and εeq, combined with the time scale 1/α, de�nes a
length scale:

λm =
√

εm

mα2
=

c

α
, (V.3)

and
λeq =

√
εeq

mα2
=

1
mα

√
D

α
. (V.4)

These two length scales are clearly bound by the relation:

λeq

λm
=

√
kBTeq

mc2
= Q, (V.5)

where the parameter Q, which was already introduced previously, measures the im-
portance of the relativistic e�ects at the equilibrium temperature Teq. In fact Q is
zero in the galilean limit, where the only characteristic length is λeq, and it is in�nite
in the so-called ultra-relativistic limit, where the only remaining length scale is λm,
λeq being in�nite

The quantity λm represents, in microscopical physical terms, the distance covered
between two collisions by a particle whose speed is c. While λeq is the distance covered
between two collisions by a particle whose speed is the thermal speed

√
kBTeq/m.

De�nition of `large-scale'
The transport equation (V.1) gives an exact description of the ROUP at any scale.
We could however be interested in the macroscopic behaviour of the system, hoping
that a macroscopic approximated description will be sensibly simpler than an exact
microscopic one.

To describe the system at a macroscopic scale, means to consider only the solutions
to the transport equation which present a slow temporal and spatial variation with
respect to the microscopic time and length scales.
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CHAPTER V. The ROUP in the hydrodynamic limit

The only characteristic microscopic time we have is 1/α. This naturally suggests
to introduce the dimensionless time variable

T = αt. (V.6)

We say that a solution Π to equation (V.1) varies slowly with respect to the only time
scale 1/α of the problem if it is subjected to the following relation:

η =
∥∥∥∥
∂T Π
Π

∥∥∥∥
∞
≡ max

(t,x,p)

(∣∣∣∣
∂T Π
Π

∣∣∣∣
)

, (V.7)

where η ¿ 1 is a �small parameter�, and |·| can be for instance the Euclid norm.
Similarly we introduce the dimensionless spatial variable

X =
1

λeq
x (V.8)

(λm would not be a good choice as characteristic length, since it goes to in�nity in
galilean regime). A solution Π with slow spatial variation is one subjected to the
relation

ε =
∥∥∥∥
∂XΠ
Π

∥∥∥∥
∞

, (V.9)

with another small parameter ε ¿ 1.
It is now advisable to introduce a dimensionless variable also for momentum. So

let us de�ne P by

P =
√

α

D
p. (V.10)

The relativistic transport equation can now be cast in the form:

∂Π
∂T

+
∂

∂X ·
( P

γ(P)
Π

)
+

∂

∂P ·
(
− P

γ(P)
Π

)
= D

∂2Π
∂P2 , (V.11)

where Π is seen as a function of T , X, and P, and where the Lorentz factor depends
on P in the simple following way:

P =
√

1 + Q2P2. (V.12)

The Chapmann-Enskog expansion
The physical idea behind the Chapman-Enskog expansion relies on the assumption
that, after a so-called relaxation phase in which a given distribution function Π varies
on microscopic time and length scales, it will reach a slow time and spatial evolution
phase. We can imagine that, waiting long enough, the di�using particle will �thermal-
ize� with the surrounding �uid and his probability distribution in momentum space
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will attain a Maxwell-Boltzmann distribution corresponding to the equilibrium tem-
perature Teq. It therefore seems natural to introduce the notion of local equilibrium,
described by the distribution function

Πloc(t,x,p) =
n(t,x)
4πm3c3

1
Q2K2(1/Q2)

exp
(
− γmc2

kBTeq

)
, (V.13)

completely de�ned by giving the density �eld n(t,x). We should also postulate that,
during its slow evolution phase, the true solution of the transport equation Π is not
very di�erent from the local equilibrium distribution function Πloc de�ned by the
density particle n(t,x) associated to Π. Saying that the two distribution functions
are �not very di�erent� we mathematically mean that we can expand the solution Π
around Πloc in terms of a small parameter ε′ in the form:

Π(t,x,p) = Πloc(t,x,p) +
∞∑

k=1

ε′k Πk(t,x,p). (V.14)

In general Πloc is not a solution of the transport equation, and the fact to assume
that it is a good approximation of the real solution is equivalent to suppose that such
an exact solution Π is completely determined by the particle density n(t,x), which is
the only variable �eld in the de�nition of Πloc.

At this point a slowly variable solution of the transport equation seems to depend
only on the three small parameters η, ε and ε′. However, taking the moments of the
Kolmogorov equation, shows that these parameters are not independent and must
obey the following relations:

η = ε2 (V.15)

and
ε′ = ε. (V.16)

It is then possible to solve the transport equation to any order, i.e. to �nd an expres-
sion for Πk for any k, under the condition that the particle density n(t,x) respects
a solubility condition in the form of a di�erential equation. It turns out that this
solubility condition is the same to any order [9], but even more surprising is the
observation that this equation is the di�usion equation

∂n

∂t
= χ

∂2n

∂x2
, (V.17)

where the coe�cient χ is given by χ = λ2
eqα. The authors of [9] even showed that the

found solution Π veri�es that same di�usion equation as the spatial density n(t,x).
This means that this equation is the wanted large scale description of the ROUP in
his preferred reference frame.
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V.2 Parabolic equations and Einstein relativity principle
The case of the ROUP
It is quite puzzling that the relativistic stochastic system of the ROUP can lead to
the parabolic equation (V.17), which allows a propagation of matter at unbounded
velocities. To better investigate this apparent paradox we recall that a solution n(t,x)
to the di�usion equation (V.17) can be represented as

n(t,x) =
∫

R3

G(t,x− x′) n(0,x′) d3x′, (V.18)

where the Green function G associated to the problem is given by

G(t,x) =
1

(4πχt)3/2
exp

(
− x2

4χt

)
. (V.19)

In order to get some insights on the origins of the paradox, we take a closer look at how
the �hydrodynamic� scalings involved in deriving equation (V.17) from Kolmogorov
equation work on G(t,x). Applying the spatial scaling to G gives:

∥∥∥∥
∂XG

G

∥∥∥∥
∞

= O(ε) ⇒
∥∥∥x

t

∥∥∥
∞

= αλeqO(ε), (V.20)

where the Landau notation O(ε) denotes a term of order ε.
We now introduce the norm N (f) of any function f(T,X,P) with the de�nition

N (f) = max
(T,X)

∫ ∞

−∞
|f | d3P. (V.21)

This allows us to formalize the requirement that each term of the ε-expansion of Π
is �small� with respect to previous one, i.e. N (εΠ1) ¿ N (Π0) for the �rst terms.
Inserting the expression that we can obtain for Π0 and Π1 (see reference [9]) we get
the relation:

εQ ¿ h(Q), (V.22)
where h(Q) is given by:

h(Q) =
exp(Q−2)K1(Q−2)

1 + Q2
, (V.23)

which is bounded by 1. This allows us to deduce the expression:

εQ ¿ 1, (V.24)

which in turn implies via equations (V.5) and (V.20):
∥∥∥x

t

∥∥∥
∞
¿ c. (V.25)

These restrictions (V.20) and (V.25) clearly imply that the di�usion equation is a
convenable large scale description of the ROUP only in the space-time domain where
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the mean velocity of the di�using particle is much smaller than the thermal speed
αλeq and the light speed c. In this space-time domain the di�usion equation is clearly
not in contradiction with Einstein special relativity. Outside this domain the di�usion
equation predicts an acausal behaviour, but the conditions allowing the derivation of
this equation from the transport equation of the ROUP are no longer valid, meaning
that the di�usion equation is no longer a good description of the ROUP. The apparent
paradox is therefore solved. Let us �nally note that in the case of the galilean Ornstein-
Uhlenbeck process, the restriction (V.25) is useless, because it is trivially satis�ed, c
being �in�nite�. We are only left with the restriction given by equation (V.20), which
proves that, even in the galilean case, the di�usion equation is a good approximation
of the Ornstein-Uhlenbeck process only in the limit of a small particles' velocity with
respect to the thermal speed associated to the equilibrium temperature Teq.

The general case
The conclusion we just met can give us some insights to the reasons of the di�culties
in deriving a relativistic hydrodynamic theory. There are in fact many parallelisms
between the study of the ROUP at large scales and the usual relativistic hydrody-
namics. In usual hydrodynamics we almost always have, as a transport equation, the
relativistic Boltzmann equation (instead of the Kolmogorov equation), and we intro-
duce a local equilibrium function depending on a temperature and on a velocity �eld,
in addition to the particle density n. The Chapman-Enskog procedure comes down to
approximatively solving Boltzmann equation, searching for slowly variable solutions
in the form of an expansion around this local equilibrium. This procedure, applied on
the galilean Boltzmann equation gives back the usual Navier-Stokes hydrodynamics,
as we explained in the �rst chapter. Implementing the Chapman-Enskog approach
on the relativistic Boltzmann equation gives back the so-called �rst order theories,
among which the most representative are the theories of Landau and Eckhart.

All these hydrodynamic equation are non-hyperbolic [21], presenting the same
kind of paradox we found in the large scale approximation of the ROUP. And pre-
cisely the experience gained thanks to the analysis of the ROUP allows us to give an
explanation and a solution to this (apparent) paradox [6]. We can in fact presume
that the application of the Chapman-Enskog approach on the the relativistic Boltz-
mann equation leads to a system of partially parabolic equations, in the same way in
which it lead to the parabolic di�usion equation when applied on the ROUP. There
is not therefore any paradox, because the Chapman-Enskog approach itself imposes
a restriction on the validity domain of these equations, and these are likely to be
valid only in the space-time domain, where they are not in contradiction with special
relativity, in exactly the same way in which the di�usion equation is only valid, as a
description of the ROUP, when the particles' velocity is much smaller than c.

We could therefore believe illusory the quest for a relativistic dissipative macro-
scopic hydrodynamic theory, presuming that the state of a system in his local equi-
librium reference frame varies on large space and time scales only in a space-time
domain, where the macroscopic phenomena are non-relativistic.
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Chapter VI

The General Relativistic
Ornstein-Uhlenbeck Process

Having a manifestly covariant formulation of the ROUP, in the form of the mani-
festly covariant special relativistic Kolmogorov equation L(f) = 0, an extension to
the general relativistic framework is quite straight-forward. We only have to �x some
technicalities to obtain a manifestly covariant general relativistic Kolmogorov equa-
tion.

First some words on the notation that will be adopted. Our Lorentzian metric
tensor g will be chosen to have signature (+,−,−,−). Indices running from 0 to 3
are indicated by Greek letters, whereas Latin letters will run from 1 to 3. Finally,
det g will stand for the determinant of the coordinate basis components of the metric
tensor g. Because of our signature choice the factor (−det g) will be positive.

VI.1 The measures on the extended phase-space

As it was said before, we choose the extended phase space to be the co-tangent bundle
T ∗M to the space-time manifold. We could have chosen also the tangent bundle, but
experience in relativistic kinetic theory shows that the former choice is usually the
most technically convenient solution [21]. Furthermore, in Hamiltonian mechanics
momentum naturally appears as the conjugate degree of freedom to position; this
means that choosing the position 4-vector to be contravariant, naturally induces a
covariant momentum 4-vector.

These choices for the extended phase-space entail the following four-dimensional
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volume measure in space-time:

D4x =
√
−det g dx4 =

√
−det g

1
4!

εµνκλ dxµ ∧ dxν ∧ dxκ ∧ dxλ, (VI.1)

where εµνκλ is the completely antisymmetric symbol (see reference [25]).
As far as integration on the mass-shell is concerned, it is customary to introduce

a measure which is de�ned over the whole momentum space but which enforces itself
the mass-shell restriction. We thus de�ne the following measure [21]:

D4p = θ(p0)δ(gµνpµpν −m2c2)
1√−det g

1
4!

εµνκλ dpµ ∧ dpν ∧ dpκ ∧ dpλ

= θ(p0)δ(gµνpµpν −m2c2)
1√−det g

d4p,

(VI.2)

which is a pseudo-scalar.

VI.2 Manifestly covariant general relativistic Kolmogorov
equation

The di�erential operator L as it was de�ned in equation (IV.11) is manifestly invari-
ant under Lorentz transformation, but not under arbitrary coordinate change. The
generalization of equation (IV.11) to curved space-times proposed in reference [7] is
the following:

L(f) = Dµ(gµν(x)pνf) + ∂µ
p (mcFµf) + DKα

µ
β

ν∂
µ
p

(
pαpβ

p · U ∂ν
pf

)
, (VI.3)

where F and K given by equations (IV.12�IV.15), where of course η has to be substi-
tuted by its curved space-time counterpart g. The partial derivative with respect to
an arbitrary position coordinate ∂µ has been substituted by the di�erential operators
Dµ, which is a sort of generalization of the Levi-Civita covariant derivative ∇µ asso-
ciated to the metric tensor g to the manifold represented by the extended phase-space
T ∗M. The operator Dµ is de�ned as

Dµ = ∇µ + Γα
µνpα∂ν

p . (VI.4)

The need to introduce this operator comes from the fact that the partial derivative ∂µ

is not a covariant operator. In fact if we consider an arbitrary �eld φ which transforms
as a scalar under a coordinate change, i.e. φ′(x′, p′) = φ(x, p), one has

∂φ′

∂xµ′ =
∂xµ

∂xµ′
∂φ

∂xµ
+

∂2xν′

∂xµ∂xν

∂xµ

∂xµ′ pν′∂
ν
pφ, (VI.5)

since
pν =

∂xν′

∂xν
pν′ . (VI.6)
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That means that ∂φ
∂xµ is not a covariant vector, and this simply because in passing

from x to x + dx, the usual partial di�erentiation maintains the components of p
constants, but, since in curved space-time the basis covectors in momentum space are
themselves x dependent, this is not equivalent to maintaining the covector p itself
constant. To maintain the covector (the real geometrical object) constant we have
to parallel-transport p from x to x + dx, adding to the component in the coordinate
basis at point x + dx the amount dpν = Γα

µνqαdxµ, where Γ denotes the Christo�el
symbols (see references [25, 42]).

On the other hand one has for a partial derivative with respect to an arbitrary
momentum component:

∂µ′
p φ′ =

∂xµ′

∂xµ
∂µ

p φ. (VI.7)

This indicates that the operator ∂µ
p indeed is a covariant operation, transforming

scalar �elds into tangent vector �elds, and this simply because momentum space is a
�at four-dimensional manifold, being the cotangent vector space in a precise point of
the space-time manifold.

This is approximately how we can end up to the generalization (VI.3) of equation
(IV.11).

We now want to bring the Kolmogorov equation L(f) = 0 with L de�ned in
equation (VI.3) in a more compact and practical form, which will facilitate further
manipulations.

We start by inserting de�nition (VI.4) of the operator Dµ, developing the corre-
sponding partial derivation with respect to p, and using the fact that the connection
∇ is the Levi-Civita connection associated to the space-time metric g, i.e. ∇g = 0
(see reference [42]). Then we group all terms containing only �rst derivatives with
respect to the various components of p:

∇µ(pµf) + Γα
µκpα∂κ

p (gµνpνf) + ∂µ
p (mcFµf) + DKα

µ
β

ν∂
µ
p

(
pαpβ

p · U ∂ν
pf

)
= 0, (VI.8)

∂µ(pµf) + ∂κ
p (Γα

µκgµνpαpνf) + ∂µ
p (mcFµf) + DKα

µ
β

ν∂
µ
p ∂ν

p

(
pαpβ

p · U f

)

+ DKα
µ

β
ν∂

µ
p

[
∂ν

p

(
pαpβ

p · U
)

f

]
= 0,

(VI.9)

We now can write the Kolmogorov equation in the following compact form:

∂µ(pµf) + ∂κ
p (Γα

µκgµνpαpνf) + ∂µ
p

{
Iµ − ∂ν

p (Jµνf)
}

= 0, (VI.10)

where I and J are two tensor which are de�ned by

Iµ = −DKα
µ

β
ν ∂ν

p

(
pαpβ

p · U
)

+ mcFµ, (VI.11)

Jµν = −DKα
µ

β
ν
pαpβ

p · U . (VI.12)
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It is the case to stress that the general relativistic Kolmogorov equation involves
the �uid surrounding the di�using particle (through the 4-velocity U) as well as
the gravitational �eld (through the metric tensor g). This means that the general
relativistic Ornstein-Uhlenbeck process describes the stochastic motion of a di�using
particle interacting with both a given surrounding �uid in arbitrary motion and a
given arbitrary gravitational �eld.

VI.3 Conditional entropy 4-current and stationary equi-
librium distribution in curved space-time

For the conditional entropy 4-current of the ROUP in curved space-time it is clearly
legitimate to propose the same manifestly covariant expression (IV.24) that was given
for the ROUP in special relativity, with de adequate modi�cations due to the metric
tensor g of general relativity (such the use of the measure de�ned in equation (VI.2)
to integrate on the mass-shell)

Sµ
f |g(x) = −

∫

R4

pµf(x, p) ln
(

f(x, p)
g(x, p)

)
θ(p0)δ(gµνpµpν−m2c2)

1√−det g
d4p. (VI.13)

In curved space-time it is however not in general possible to �nd a stationary equi-
librium distribution function, as it was the case with the Jüttner distribution in the
special relativistic case. It is in fact clear, to speak in rather rough terms, that there
cannot always exist any time and position independent distribution function, given
the fact that the metric tensor can depend on the space-time point.

We could however envisage the possibility to �nd a pseudo-stationary equilibrium
distribution function, where the term �pseudo-stationary� itself should be clearly de-
�ned.

The fact that we do not have at our disposition any stationary equilibrium dis-
tribution function in curved space-time is in fact not that disturbing if our aim is to
characterize the asymptotic behaviour of the entropy. It is true that the concept of
conditional entropy is clear if we calculate the entropy conditional on the stationary
equilibrium distribution function of the dynamical system, since in this case it simply
represents the di�erence between the thermodynamic entropy and the maximal equi-
librium entropy (see discussion at the end of Section II.3). Anyway it we can easily
de�ne the entropy of a distribution function f conditional on an arbitrary distribu-
tion function g, i.e. Hc(f |g), as we saw in Section II.3, and the interpretation of this
quantity will simply be the entropy di�erence between this two distributions. All this
talk only to say that it makes sense to consider the quantity Hc(f |g) even if g is not a
stationary equilibrium distribution function. And this is indeed what we are obliged
to do in curved space time, since there exist no stationary equilibrium distribution
function in general.
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Chapter VII

An H-theorem for the ROUP in
curved space-time

We now analyse the behaviour of the entropy of the ROUP in general relativity. Our
aim is to show that roughly the entropy increases with time. To be more speci�c, we
will prove that in an arbitrary inertial frame, the conditional entropy of the process,
calculated as 3-dimensional volume integral of the �rst component of the entropy
current Sf |g , is a non-decreasing function of the time-coordinate in that reference
frame. This can be proven by showing that the covariant divergence of the conditional
entropy current is non-negative, i.e. ∇ · Sf |g(x) ≥ 0.

The careful reader may have noted that we evaluate the entropy of an arbitrary
distribution function f conditional to another arbitrary distribution function g, which
is not in general the stationary equilibrium distribution function of the system f∗.
This is in accordance with the discussion done at the end of the last Section of
the preceding Chapter. The quantity Hc(f |g) will represent the entropy di�erence
between the states determined by f and g. The H-theorem states that this (negative)
entropy di�erence is supposed to be non-decreasing, and has therefore the tendency to
attain its maximum value of zero, meaning that both states f and g have evolved to a
state with the same content of entropy. If then there exists a unique thermodynamic
equilibrium state (characterized by the fact that it presents a maximum entropy),
then f and g are both supposed to evolve toward it.

The whole proof of the H-theorem for the ROUP in curved space-time did the
object of a recent paper under publication [36] which is now rapidly presented.

The main idea of the proof is simply to demonstrate that the covariant divergence
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of the conditional entropy current can be brought to the form:

∇ · Sf |g(x) =
∫

P
Jµν(x, p) DµDνD4p.

At this point we only have to show that Jµν is non-negative de�ned.
The main technical di�culty in accomplishing the �rst step is perhaps due to

the fact that the 4-D volume measure D4p given by equation (VI.2) depends on the
space-time point x, because it contains the metric tensor gµν(x). This creates the
di�culty that in calculating the covariant divergence of Sf |g(x), we have to derive
also the measure D4p, and in particular the Dirac δ function. The details of these
calculations can be found in Appendix 3 of the paper [36]. We are now ready to
present the paper in question.
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An H-theorem for the GeneralRelativistic Ornstein-Uhlenbeck Process

F. Debbasch1 and M. Rigotti2

LERMA (ERGA), UMR 8112, UPMC, Site Le Raphaël, 3 rue Galilée
94200 Ivry sur Seine, France

July 26, 2005

Abstract

We construct conditional entropy 4-currents for the general relativistic
Ornstein-Uhlenbeck process and we prove that the 4-divergences of these
currents are always non-negative. This H-theorem is then discussed in
detail. In particular, the theorem is valid in any Lorentzian space-time,
even those presenting well-known chronological violations.

Notations
In this article, c denotes the speed of light, and the signature of the space-time metric
is (+,−,−,−). Indices running from 0 to 3 are indicated by Greek letters. Latin
letter indices run instead from 1 to 3. We also introduce the abbreviation ∂µ

p = ∂
∂pµ

for the partial derivative with respect to an arbitrary component of the momentum
p. This notation underlines the fact that this operator transforms as a contravariant
vector. Similarly we will often write ∂µ = ∂

∂xµ , but the latter operator naturally does
not transform as a tensor. Finally, det g stands for the determinant of the coordinate
basis components of the metric tensor g.

1 Introduction
In Galilean physics, the most common way to quantify the irreversibility of a phe-
nomenon is to introduce an entropy i.e. a functional of the time-dependent thermo-
dynamical state of the system which never decreases with time. In usual Galilean

1Corresponding author. E-mail address: Fabrice.Debbasch@wanadoo.fr
2ETH-Hönggerberg, CH-8093 Zürich, Switzerland.
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continuous media theories, the total entropy S can be written as the integral of an
entropy density s over the volume occupied by the system [24]. One also introduces
an entropy current js and, since entropy is by de�nition not generally conserved, the
relation ∂ts +∇ · js ≥ 0 holds for every evolution of the system.

Traditional relativistic hydrodynamics and kinetic theory deal with the problem
in a completely similar manner. An entropy 4-current S is associated to the local
thermodynamical state of the system [4,14,21]; the total entropy S(t0) of the system
at time-coordinate t = t0 can be obtained by integrating S over the 3-D space-like
submanifold t = t0 and the entropy �uxes are obtained by integrating S over 2-D
submanifolds of space-time. Since entropy is not generally conserved, the simple
relation ∇ · S = ∇µSµ ≥ 0 holds for any evolution of the system.

Actually, given a system and its dynamics, any 4-vector �eld S of non-negative
divergence which depends on the local thermodynamical state of the system can be
considered as an entropy current. In particular, nothing precludes the possibility of
associating more than one entropy current to a single local state of a system.

Let us illustrate this remark by considering two special cases of great physical
and mathematical interest. Historically speaking, the �rst statistical theory of out-
of-equilibrium systems is Boltzmann's model of dilute Galilean gases [4, 24, 13]. The
local state of the system is encoded in the so-called one particle distribution function
f , which obeys the traditional Boltzmann equation. A direct consequence of this
equation is that a certain functional of the distribution function never decreases with
time. Boltzmann denoted this functional by H and the result is therefore known as
Boltzmann's H-theorem. To this day, H is the only-known functional of f that never
decreases in time. This H-theorem has later on been extended to the relativistic gen-
eralization of Boltzmann's model of dilute gases [14]. Thus, the relativistic Boltzmann
gas also admits an entropy (and an entropy current) and it seems that this entropy
is unique.

The situation is drastically di�erent for stochastic processes. Indeed, a theorem
due to Voigt [22,26] states that, under very general conditions, a stochastic process
admits an in�nity of entropies: Let X be the variable whose time-evolution is governed
by the stochastic process and let dX be a measure in X-space X (typically, dX is the
Lebesgue measure if X ∈ IRn). Let now f and g be any two probability distribution
functions solutions of the transport equation associated to the stochastic process.
Then, the quantity

Sf |g(t) = −
∫

X
f(t,X) ln

(
f(t,X)
g(t,X)

)
dX (VII.1)

is a never decreasing function of time and is called the conditional entropy of f with
respect to g. Thus, to any given f(t, ·) representing the state of the system at time t,
one can associate as many entropies as there are di�erent solutions g of the transport
equation so, typically, an in�nity. Naturally, if the function g0 de�ned by g0(t,X) = 1
for all t and X is a solution of the transport equation, the conditional entropy Sf |g0

of any distribution f with respect to g0 coincides with the Boltzmann entropy of f .
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The notion of conditional entropy corresponds to what is sometimes called the
Kullback information. and we refer the reader to [3,18,19] for extensive discussions
of this concept.

The application of Voigt's theorem to Galilean stochastic processes is of course
straightforward and rather well-known, but its application to relativistic stochastic
processes demands discussion. To be de�nite, we will now particularize our treatment
to the ROUP, which is the �rst relativistic process to have been introduced in the
literature [1,2,6,7,8].

Given a reference frame (chart) R, the ROUP transcribes as a set of stochastic
equations governing the evolution of the position and momentum of a di�using particle
as functions of the time coordinate t in R. This set of equations is a stochastic process
in the usual sense of the word, and Voigt's theorem ensures this process admits an
in�nity of conditional entropies. But, by construction, these entropies a priori depend
on the reference frame R and the general theorem does not furnish any information
about their tensorial status.

This question has been partly answered for the special relativistic Ornstein-Uhlen-
beck process [1]. In �at space-time, the ROUP admits as invariant measure in p-space
a Jüttner distribution J [16]; this distribution simply describes a special relativistic
equilibrium at the temperature of the �uid surrounding the di�using particle. It has
been shown in [1] that this Jütnner distribution can be used to construct a 4-vector
�eld of non-negative 4-divergence which can be interpreted as the conditional entropy
current of f with respect to J .

The aim of the present article is to prove the existence of conditional entropy
currents for the ROUP in curved space-time. The matter is organized as follows. Sec-
tion 2 reviews some basic results pertaining to the ROUP in curved space-time with
particular emphasis on the Kolmogorov equation associated to the process. It is also
recalled here that, in a generic space-time, this equation does not admit any equilib-
rium stationary solution [6]. In particular, a general relativistic Jütnner distribution
is not, generically, a solution of the Kolmogorov equation and, therefore, cannot be
used to construct an entropy current in curved space-time. We therefore consider
two arbitrary solutions f and g of the Kolmogorov equation and introduce in Section
3.1 a candidate for the conditional entropy current of f with respect to g. We then
prove in Section 3.2 that the 4-divergence of this current is always non-negative. This
is our main result and it constitutes an H-theorem for the ROUP in curved space-
time. Note that the �at space-time version of this H-theorem is itself a new result
because our previous work [1] only proved the existence of a single entropy current
for the ROUP in �at space-time, i.e. the conditional entropy current of an arbitrary
distribution f with respect to the Jüttner equilibrium distribution J . Finally, the
new H-theorem and some of its possible extensions are discussed at length in Section
4. The Appendix recalls and, if necessary, proves some simple but important purely
geometrical relations useful in deriving the H-theorem.

41



CHAPTER VII. An H-theorem for the ROUP in curved space-time

2 Basics on the ROUP in curved space-time
2.1 Kolmogorov equation
The general relativistic Ornstein-Uhlenbeck process can be viewed as a toy model
for the di�usion of a point particle of non vanishing mass m interacting with both
a �uid and a gravitational �eld. This process is best presented by its Kolmogorov
equation in manifestly covariant form [6]. The extended phase-space is the eight-
dimensional bundle cotangent to the space-time manifold with local coordinates, say
(xµ, pν), (µ, ν) ∈ {0, 1, 2, 3}2. At each point in space-time, the 4-D momentum space
P is equipped with the 4-D volume measure:

D4p = θ(p0)δ(p2 −m2c2)
1√−det g

d4p, (VII.2)

with d4p = dp0 ∧ dp1 ∧ dp2 ∧ dp3. This measure behaves as a scalar with respect to
arbitrary coordinate changes. Note that integrals over P de�ned by using (multiples
of) D4p as a measure are de facto restricted to the (generally position-dependent)
mass-shell.

Let f be the probability distribution function in the extended phase-space of a
particle di�using in a surrounding �uid with normalized 4-velocity U . As shown in
[6], f obeys a manifestly covariant Kolmogorov equation which can be written in the
following compact form:

∂µ(pµf) = −∂µ
p

{
Γ̃µf +Kµ(f)

}
. (VII.3)

The coe�cients Γ̃µ, which do not constitute a tensor, are de�ned by

Γ̃µ = Γλ
µνg

κνpκpλ (VII.4)

and
Kµ(f) = Iµf − ∂ν

p (Jµνf) (VII.5)
with

Iµ = −DKα
µ

β
ν ∂ν

p

(
pαpβ

p · U
)

+ mcFµ, (VII.6)

Jµν = −DKα
µ

β
ν
pαpβ

p · U . (VII.7)

The tensor K is independent of p. It depends on U and on the metric g, but only
through the projector ∆ on the orthogonal to U , which reads:

∆µν = gµν − UµUν . (VII.8)

The explicit expression of K in terms of U and ∆ is:

Kαµβν = UαUβ∆µν + UµUν∆αβ − UαUν∆µβ − UµUβ∆αν . (VII.9)
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Finally, F represents the deterministic part of the force exerted by the �uid on the
di�using particle; its expression as a function of p and U reads

Fµ = −λµνp
ν p2

m2c2
+ λαβ

pαpβ

m2c2
pµ, (VII.10)

with
λµν =

α(mc)2

(p · U)2
∆µν , (VII.11)

α > 0 being the friction coe�cient (see [7]). Note that F is by construction orthogonal
to p.

It has been shown in [6] that equation (VII.3) does not generically admit stationary
solutions. In particular, a general relativistic Jüttner distribution cannot be used to
construct in curved space-time a preferred conditional entropy current for the ROUP.

3 H-theorem for the ROUP in curved space-time
3.1 De�nition of the conditional entropy currents
Given any two probability distribution functions f and g de�ned over the extended
phase-space, a natural de�nition for the conditional entropy current of f with respect
to g is:

Sf |g(x) = −
∫

P
p f(x, p) ln

(
f(x, p)
g(x, p)

)
D4p. (VII.12)

This de�nition is clearly the simplest generalization of equation (37) in ref. [1] to both
an arbitrary reference distribution g and a possibly curved space-time background.

We will now prove that for all f and g solutions of the Kolmogorov equation
(VII.3), the 4-divergence of Sf |g is non-negative.

3.2 Proof of the H-theorem
The proof of the H-theorem for the General Relativistic Ornstein-Uhlenbeck process
will be carried out in two steps.

3.2.1 Computation of the 4-divergence of the entropy current
Theorem 1. For any f and g solutions of Kolmogorov equation

∇ · Sf |g(x) =
∫

P
Jµν(x, p) Dµ [f/g] Dν [f/g]D4p, (VII.13)

where J is de�ned by equation (VII.7) and the functional D is given by:

Dµ [f/g] = ∂µ
p ln(f/g). (VII.14)
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Proof. The main idea behind the proof is to use Kolmogorov equation (VII.3) to
convert all the spatial derivatives into derivatives with respect to momentum compo-
nents. To do this we will deal with various integrals over P by integrating most of
them by parts. This procedure generally leads to the appearance of so-called `border
terms'. Some of them trivially vanish if we suppose, as is customary in statistical
physics, that phase-space distribution functions tend to zero su�ciently rapidly at
in�nity (in 4-D p-space). One is then left with border terms that are to be evaluated
on the hyperplane p ·U = 0. These also vanish for the following reason. Let us choose,
at each point in space-time, an orthornormal basis (tetrad) (ea), a = 0, 1, 2, 3 in the
tangent space. Introducing the components pa and Ua of p and U in this base, the
normalization condition U2 = 1 reads:

U0 =

√√√√1 +
3∑

i=1

(U i)2 (VII.15)

so that:

U0 >

√√√√
3∑

i=1

(U i)2. (VII.16)

The condition p ·U = 0 becomes p0U
0 +

∑3
i=1 piU

i = 0; since U0 > 0, this translates
into:

p0 = −
∑3

i=1 piU
i

U0
. (VII.17)

It follows easily from (VII.16) and (VII.17) that (p0)2 <
∑3

i=1(pi)2 on the hyperplane
p · U = 0. The Dirac δ distribution which enforces the on mass-shell restriction p2 =
m2c2 therefore vanishes on the hyperplane p ·U = 0, ensuring that the corresponding
border terms disappear.

Let us now proceed with the proof of Theorem 1. Direct derivation of equation
(VII.12) leads to:

∇κSκ
f |g = −∂κ

∫

P
pκf ln

(
f

g

)
D4p− Γα

ακ

∫

P
pκf ln

(
f

g

)
D4p

= −
∫

P
∂κ(pκf) ln

(
f

g

)
D4p

︸ ︷︷ ︸
=A1

−
∫

P
pκ

[
(∂κf)− f

g
(∂κg)

]
D4p

︸ ︷︷ ︸
=A2

−
∫

P
pκf ln

(
f

g

)
∂κ(D4p)

︸ ︷︷ ︸
=A3

−Γα
ακ

∫

P
pκf ln

(
f

g

)
D4p

︸ ︷︷ ︸
=A4

.

(VII.18)

Using Kolmogorov equation (VII.3), integrating by parts, and inserting the de�-
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nition of Kµ(f) equation (VII.5) we obtain for A1:

A1 =
∫

P
∂µ

p

{
Γ̃µf +Kµ(f)

}
ln

(
f

g

)
D4p

= −
∫

P

{
Γ̃µf +

[
Iµf − ∂ν

p (Jµνf)
]}

∂µ
p ln

(
f

g

)
D4p

−
∫

P

{
Γ̃µf +Kµ(f)

}
ln

(
f

g

)
∂µ

p (D4p).

(VII.19)

Let us now consider the term A2:

A2 = −
∫

P
pκ

[
(∂κf)− f

g
(∂κg)

]
D4p

=−
∫

P
∂κ(pκf)D4p

︸ ︷︷ ︸
=B1

+
∫

P
∂κ(pκg)

f

g
D4p

︸ ︷︷ ︸
=B2

.
(VII.20)

Using again Kolmogorov equation (VII.3) and integrating by parts, we obtain for the
term B1:

B1 =
∫

P
∂µ

p

{
Γ̃µf +Kµ(f)

}
D4p = −

∫

P

{
Γ̃µf +Kµ(f)

}
∂µ

p (D4p), (VII.21)

and for the term B2:

B2 = −
∫

P
∂µ

p

{
Γ̃µg +Kµ(g)

} f

g
D4p

=
∫

P

{
Γ̃µf +Kµ(g)

f

g

}
∂µ

p ln
(

f

g

)
D4p +

∫

P

{
Γ̃µf +Kµ(g)

f

g

}
∂µ

p (D4p).

(VII.22)
Summing (VII.21) and (VII.22) and inserting the de�nition of Kµ(g) equation (VII.5)
we obtain:

A2 =
∫

P

{
Γ̃µf +

[
Iµf − ∂ν

p (Jµνg)
f

g

]}
∂µ

p ln
(

f

g

)
D4p

+
∫

P

{
Kµ(g)

f

g
−Kµ(f)

}
∂µ

p (D4p).
(VII.23)

Putting (VII.19) and (VII.23) together we get:

A1 +A2 =
∫

P

{
∂ν

p (Jµνf)− ∂ν
p (Jµνg)

f

g

}
∂µ

p ln
(

f

g

)
D4p

−
∫

P
Γ̃µf ln

(
f

g

)
∂µ

p (D4p)

+
∫

P

{
Kµ(g)

f

g
−Kµ(f)

[
1 + ln

(
f

g

)]}
∂µ

p (D4p).

(VII.24)
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The third integral on the right-hand side of equation (VII.24) contains two contri-
butions and they both involve the contraction of the operator K with ∂µ

p (D4p). By
equation (VII.49) in Appendix VII, this contraction is proportional to the contrac-
tion of K with p. By de�nitions (VII.5), (VII.6) and (VII.7), the action of this latter
contraction on an arbitrary function h reads:

pµKµ(h) = pµ{Iµh− ∂ν
p (Jµνh)}

= DKα
µ

β
νp

µ pαpβ

p · U (∂ν
ph) + mcpµFµh.

(VII.25)

The tensor Kαµβν is antisymmetric upon exchange of the indices µ and α, entailing
that Kαµβνpαpµpβ = 0; moreover, the deterministic 4-force F is orthogonal to the
momentum p, i.e. pµFµ = 0. Equation (VII.25) therefore simply reduces to:

pµKµ(h) = 0. (VII.26)

The last integral in equation (VII.24) therefore disappears, and we can write:

A1 +A2 =
∫

P
f

{
1
f

∂ν
p (Jµνf)− 1

g
∂ν

p (Jµνg)
}

︸ ︷︷ ︸
=JµνDµ[f/g]

Dµ [f/g]D4p

− Γν
µκ

∫

P
pκpνf ln

(
f

g

)
∂µ

p (D4p),

(VII.27)

where we used de�nition (VII.14) of Dµ [·] and de�nition (VII.4) of Γ̃µ.
Let us now address the A3 contribution to equation (VII.18). Inserting the ex-

pression (VII.50) (from Appendix A.3) for ∂κ(D4p), we have:

A3 = −
∫

P
pκf ln

(
f

g

)
∂κ(D4p)

= Γν
κµ

∫

P
pκpνf ln

(
f

g

)
∂µ

p (D4p) + Γα
ακ

∫

P
pκf ln

(
f

g

)
D4p.

(VII.28)

Inserting equations (VII.28) and (VII.27) in (VII.18), we obtain the wanted simple
expression:

∇µSµ
f |g =

∫

P
Jµν Dµ [f/g] Dν [f/g] D4p. (VII.29)

3.2.2 The 4-divergence of the entropy current is non-negative

We now state a second theorem, which, together with the previous one, will prove the
H-theorem.
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Theorem 2. For any two arbitrary distributions f and g, the integrand in equation
(VII.13) of Theorem 1 is non-negative, that is:

Jµν Dµ [f/g] Dν [f/g] ≥ 0. (VII.30)

Proof. Let us �x an arbitrary point x in space-time and choose as local reference frame
(R) at x the proper rest frame at x of the �uid surrounding the di�using particle. By
de�nition, in this reference frame, the components of the 4-velocity U(x) of the �uid
at x are simply Uµ = 1√

g00
(1, 0, 0, 0). Inserting these components into the de�nition

(VII.7) for J , we get:

J00 = − D√
g00p0

gijpipj , (VII.31)

J0i = −D

(
1

g00
(p0)2g0i − 1

g00
p0g

iαpα

) √
g00

p0
=

D√
g00p0

gijp0pj , (VII.32)

J ij = −D

(
1

g00
(p0)2gij

) √
g00

p0
= − D√

g00p0
gij(p0)2. (VII.33)

We thus �nd:

JµνDµDν = J00D0D0 + 2J0iD0Di + J ijDiDj

= − D√
g00p0

[
gijpipj(D0)2 − 2gijp0pjD0Di + gij(p0)2DiDj

]

= − D√
g00p0

[
piD0 − (p0)2Di

]
︸ ︷︷ ︸

=vi

gij
[
pjD0 − (p0)2Dj

]
︸ ︷︷ ︸

=vj

= − D√
g00p0

gijvivj .

(VII.34)

By Lemma 1 presented in Appendix VII, the right-hand side of this equation is non-
negative, which proves Theorem 2.

4 Discussion
This article has been focused on the General Relativistic Ornstein-Uhlenbeck process
introduced in [6]; we have constructed a conditional entropy 4-current associated to
any two arbitrary distributions solutions of Kolmogorov equation for the ROUP, and
we have proven that the 4-divergence of this current is always non negative; this con-
stitutes an H-theorem for the ROUP in curved space-time. It is a twofold generaliza-
tion of the theorem introduced in [1]. First, the H-theorem proved in [1] concerns �at
space-time only. Second, [1] does not deal with a conditional entropy 4-current asso-
ciated to two arbitrary distributions, but only with the conditional entropy 4-current
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of one arbitrary distribution with respect to the equilibrium distribution (invariant
measure) of the ROUP in �at space-time. Let us note in this context that the ROUP
does not generally admit an equilibrium distribution in curved space-time [6].

We would like now to comment on this new H-theorem. Let us �rst remark
that the theorem is valid in any Lorentzian space-time and for any time-like �eld U
representing the velocity of the �uid in which the particles di�use. In particular, the
theorem is even valid in space-times with closed time-like curves, as the Gödel universe
or the extended Kerr black hole [12], and even if U is tangent to one of these closed
time-like curves. The irreversibility measured by the local increase of the conditional
entropy currents is entirely due to the Markovian character [11,23,25] of the ROUP
and the remarkably general validity of the H-theorem proves that this irreversibility
is in some sense stronger than all possible general relativistic chronological violations.

It should nevertheless be remarked that, as the Boltzmann-Gibbs entropy current
associated to the relativistic Boltzmann equation, the conditional entropy 4-currents
introduced in Section 3.1 are not necessarily time-like. And, even when they are time-
like, their time-orientation in an orientable space-time generally depends on the point
at which they are evaluated. Let us elaborate on this by �rst recalling the de�nition
of the Boltzmann-Gibbs entropy current SBG[f ] associated to a distribution f (see
reference [14]):

SBG[f ](x) = −
∫

P
p f ln f D4p. (VII.35)

The normalization of f reads:

1 =
∫

TΣ

f d3xD4p, (VII.36)

where Σ is an arbitrary space-like hypersurface of the space-timeM and where TΣ ⊂
T ∗(M) is de�ned by

TΣ = {(x, p) ∈ T ∗(M), x ∈ Σ}. (VII.37)
As a probability distribution, f is certainly non-negative; but f may take values both
superior and inferior to unity. Therefore, nothing can be said on the sign of the
function f ln f against which the time-like vector p is integrated in (VII.35). This
entails that SBG[f ](x) may be either time-like or space-like. Also note that the sign
of the zeroth component of SBG[f ](x) cannot be ascertained either; thus, even when
time-like, the Boltzmann-Gibbs entropy current may be past as well as future oriented
(in a time-orientable space-time).

Similarly, the sign of the function f(x, p) ln(f(x, p)/g(x, p)) appearing in de�nition
(VII.12) of the conditional entropy current Sf |g(x) generally depends on p (and x)
and Sf |g(x) may therefore not be time-like. For the same reason, the sign of the
zeroth component of Sf |g(x) also generally depends on the point in space-time so
that the conditional entropy currents, even when time-like, may not have a de�nite
time-orientation (in a time-orientable space-time).

The Galilean limit deserves a particular discussion. The very notions of time-like
and space-like vector-�elds do not exist in this limit and only the time-orientation
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of the conditional entropy currents should be addressed. In the Galilean limit, the
zeroth component of Sf |g(x) reads

sf |g(t,x) = −
∫

IR3

f(t,x,p) ln
(

f(t,x,p)
g(t,x,p)

)
d3p; (VII.38)

note that this expression coincides with the conditional entropy density of the usual,
non relativistic Ornstein-Uhlenbeck process [22]. A reasoning similar to the one pre-
sented in the preceding paragraph shows that this density may take positive as well as
negative values. The time-orientation of the conditional entropy currents is therefore
generally position-dependent, even in the Galilean regime.

However, in the Galilean limit, it surely makes sense to integrate sf |g(t,x) over
the whole 3-D space to obtain the total (time-dependent) conditional entropy S(t) of
f with respect to g and this quantity can be proven to be non positive. The proof
[3,22] is based on the so-called Gibbs-Klein inequality [25]

F lnF ≥ F − 1, (VII.39)

valid for any positive real number F and applied to F (t,x,p) = f(t,x,p)/g(t,x,p)
(with the hypothesis that g does not vanish anywhere in IR3). One has indeed:

∫

V
sf |g(t,x)d3x = −

∫

V×IR3

f(t,x,p) ln
(

f(t,x,p)
g(t,x,p)

)
d3x d3p

≤
∫

V×IR3

(f(t,x,p)− g(t,x,p)) d3x d3p

≤ 0. (VII.40)

This calculation can be extended formally to the special and general relativistic
situations, but, since conditional entropy 4-currents are then not necessarily time-like,
their integrals on space-like 3-D submanifolds may take positive or negative values. It
is therefore far from clear that the concept of total conditional entropy makes sense in
the relativistic regime. In particular, the relativistic H-theorem proved in this article
should be primarily considered as a purely local result.

Thus, the conceptual status of the entropy currents introduced in Section 3.1 is
in a certain sense similar to the status of the general relativistic black hole entropies
[15,17,28,29]. Indeed, we have shown in this article that stochastic processes theory
proves the existence of conditional entropy currents in curved space-time and permits
their computation, exactly as quantum �eld theory and string theory both prove the
existence of black-holes entropies and furnish the tools necessary for their computa-
tions. But the standard statistical interpretation of conditional entropy currents via
their �uxes through 3-D space-like submanifolds is certainly not straightforward in
curved space-time, as the usual interpretation of entropy and temperature via Gibbs
canonical ensembles does not seem to extend smoothly to black hole thermodynamics
[29].

It is our opinion that progress in interpreting the notion of entropy in curved space-
time can best be achieved by studying speci�c examples in particular circumstances
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where most results can be obtained by explicit or semi-explicit calculations. The
ROUP is obviously an interesting tool for such computations and di�usion in space-
times exhibiting naked or unnaked singularities should certainly be studied in detail.

Finally, it would naturally be most interesting to determine if H-theorems can
also be proved for the two `new' relativistic stochastic processes recently proposed as
alternative models of relativistic di�usion in [9] and [10].

Appendix
A.1 General relations
A basic assumption of General Relativity is that the connection ∇ used in space-time
is the Levi-Civita connection of the space-time metric g [27]. Given a coordinate
basis, this translates into the following relation between the metric components gµν

and the connection coe�cients Γα
µν :

∂κgµν = Γα
κµgαν + Γα

κνgµα. (VII.41)
Another equivalent form of (VII.41) is:

∂κgµν = −Γµ
καgαν − Γν

καgµα. (VII.42)
A direct consequence of equation (VII.42) is that, for any vector p:

(∂κgµν)pµpν = −Γµ
καpαpµ − Γν

καpαpν = −2Γν
κµpνp

µ. (VII.43)
Another useful relation reads [20]:

∂κ det g = (det g)gµν∂κgµν . (VII.44)
Using (VII.41), this translates into:

∂κ det g = (det g)gµν2Γα
κµgαν = 2(det g)Γα

κα. (VII.45)

A.2 A useful lemma
Lemma 1. Let (∂µ) be a (local) coordinate basis of a Lorentzian space-time (with time-
like ∂0). Then, at any point x of space-time, the set of the six spatial components gij(x)
of the inverse metric tensor de�ne a non-positive quadratic form. More precisely,

gij(x)vivj ≤ 0 for all (v1, v2, v3) ∈ R3.3 (VII.46)

Proof. Let x be a point in space-time and suppose there exists a set of three real
numbers (v1, v2, v3) such that gij(x)vivj > 0. De�ne V , cotangent to the space-time
manifold at x, by its components V0 = 0, V1 = v1, V2 = v2, V3 = v3. The vector
V is both time-like and orthogonal to ∂0. The space cotangent to the space-time
manifold at x therefore admits a time-like subspace of dimension at least two, which
is impossible for a Lorentzian space-time. This proves the lemma.

3See for example �84 of [20].

50



CHAPTER VII. An H-theorem for the ROUP in curved space-time

A.3 Derivatives of the volume measure in momentum-space
Let us now evaluate the partial derivatives of the volume measure D4p with respect
to both space-time coordinates and momentum components. The measure D4p is
de�ned by an expression which involves the product of a Heaviside function and a
Dirac distribution. Direct derivation of this expression would lead to a product of
Dirac distributions, which is not a well-de�ned mathematical object. To avoid this (at
least formal) problem, we introduce a class of regular functions hε, which uniformly
converge towards δ as ε tends to zero and write:

∂µ
p {θ(p0)δ(p2 −m2c2)} = lim

ε→0
∂µ

p {θ(p0)hε(gαβpαpβ −m2c2)}
= lim

ε→0
{δ(p0)δ

µ
0 hε(gαβpαpβ −m2c2) + θ(p0)∂µ

p [hε(gαβpαpβ −m2c2)]}
= lim

ε→0
{δ(p0)δ

µ
0 hε(gijpipj −m2c2) + θ(p0)2gµνpνh

′
ε(g

αβpαpβ −m2c2)}.
(VII.47)

By the lemma proved in Section 3.2.2, gijpipj ≤ 0. The argument of hε in the last line
of (VII.47) is therefore always strictly negative. The term involving hε thus disappears
for ε → 0 and we are left with the result:

∂µ
p {θ(p0)δ(p2 −m2c2)} = 2pµθ(p0)δ′(p2 −m2c2). (VII.48)

This equation leads directly to the following expression for the partial derivatives
of D4p with respect to momentum components:

∂µ
p (D4p) = ∂µ

p

{
θ(p0)δ(p2 −m2c2)

1√−det g

}
d4p

= 2pµθ(p0)δ′(p2 −m2c2)
1√−det g

d4p.

(VII.49)

Let us now focus on the derivatives of D4p with respect to space-time coordinates.
Using equations (VII.43), (VII.45) and (VII.49), we obtain:

∂κ(D4p) = ∂κ

{
θ(p0)δ(gµνpµpν −m2c2)

1√−det g

}
d4p

= θ(p0)(∂κgµν)pµpνδ
′(p2 −m2c2)

1√−det g
d4p

+ θ(p0)δ(p2 −m2c2)∂κ

(
1√−det g

)
d4p

= −2Γν
κµpνp

µθ(p0)δ′(p2 −m2c2)
1√−det g

d4p

− θ(p0)δ(p2 −m2c2)
1√−det g

∂κ det g

2 det g
d4p

= −Γν
κµpν∂

µ
p (D4p)− Γα

καD4p.

(VII.50)
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Concluding remarks

Relativistic stochastic processes like the ROUP are still a very actual research topic,
both in mathematics and in physics. It even seems that a growing interest on this
subject is spreading among the scienti�c community. For instance, the physicists P.
Hänngi and J. Dunkel have recently published two articles [13, 14] on a relativistic
version of the Brownian motion, that reduces to the standard Brownian motion in the
Newtonian limit case, which is very similar in spirit to the construction put forward
in 1997 by F. Debbasch, K. Mallick and J.P. Rivet [8].

On the other hand the mathematicians J. Franchi and Y. le Jan proposed an
extended work on a relativistic di�usion process in a Schwarzschild geometry inspired
by the founding papers of R.M. Dudley [12]. This construction has not a direct
physical interpretation, but it is nonetheless interesting as a successful combination
of the theory of stochastic processes with lorentzian di�erential geometry, giving back
a di�usion process which is compatible with general relativity around a Schwarzschild
black hole.

Also the physicists O. Oron and L.P. Horwitz recently wrote on the subject [32],
but the purpose of this work was related to a relativistic generalization of Nelson
stochastic mechanics [30] in the hope to �nd a covariant Brownian motion which
would be associated with Parisi-Wu stochastic quantization [33]. Nelson [30] himself
has pointed out that the formulation of his stochastic mechanics in the context of
general relativity is an important open question, and the hope that was expressed
in [32] is that �the Riemannian metric spaces [. . . ] which arise due to nontrivial
correlations between �uctuations in space-time directions, could, in the framework of
a covariant theory of Brownian motion, lead to spacetime pseudo-Riemannian metrics
in the structure of di�usion and Schrödinger equations�. This is however admittedly
a quite exotic issue and we do not feel capable of expressing a clear judgement on it.

Coming back to the special case of the ROUP, we feel it is the case to underline
a noteworthy technical feature it shows up, namely the fact that, starting from a
common gaussian white noise, it was possible to obtain a stochastic system which
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relaxes to the non-trivial Jüttner distribution. This potentially opens up a research
topic in probability theory, undeniably o�ering a new point of view on the good old
gaussian distribution and on what it is possible to do with it.

Concluding, the structure of relativistic stochastic processes seems to be rich
enough to justify their examination and explain the interest awaken in those who
are involved in their study.

56



Bibliography

[1] C. Barbachoux, F. Debbasch, and J.P. Rivet. Covariant Kolmogorov equation
and entropy current for the relativistic Ornstein-Uhlenbeck process. Eur. Phys.
J. B, 23:487, 2001.

[2] C. Barbachoux, F. Debbasch, and J.P. Rivet. The spatially one-dimensional
relativistic Ornstein-Uhlenbeck process in an arbitrary inertial frame. Eur. Phys.
J. B, 19:37, 2001.

[3] L. Boltzmann. Vorlesungen über Gastheorie. Erweiterter Nachruck der 1896-
1898 bei Ambrosius Barth in Leipzig erschienen Ausgabe, 1981. Akademische
Druck u. Verlagsanstalt, Graz.

[4] S. Chapman and T.G. Cowling. The Mathematical Theory of Non-Uniform
Gases. Cambridge University Press, Cambridge, 1952.

[5] S.R. de Groot, W.A. van Leeuwen, and C.G. van Weert. Relativistic Kinetic
Theory. North-Holland, Amsterdam, 1980.

[6] F. Debbasch. Contribution à l'hydrodynamique et à la physique statistique rel-
ativistes. Mémoire d'habilitation, 2002.

[7] F. Debbasch. A di�usion process in curved space-time. J. Math. Phys., 45(7),
2004.

[8] F. Debbasch, K. Mallick, and J.P. Rivet. Relativistic Ornstein-Uhlenbeck process.
J. Stat. Phys., 88:945, 1997.

[9] F. Debbasch and J.P. Rivet. A di�usion equation from the relativistic Ornstein-
Uhlenbeck process. J. Stat. Phys., 90:1179, 1998.

[10] F. Debbasch, J.P. Rivet, and W.A. van Leeuwen. Invariance of the relativistic
one-particle distribution function. Physica A, 301:181�195, 2001.

[11] F. Debbasch and W.A. van Leeuwen. On the general relativistic Boltzmann
equation II: Manifestly covariant formalism. unpublished, 2005.

57



BIBLIOGRAPHY

[12] R.M. Dudley. Lorentz-invariant Markov processes in relativistic phase space.
Arkiv för Matematik, 6(14):241�268, 1965.

[13] J. Dunkel and P. Hänngi. Theory of relativistic Brownian motion: the (1 +
1)-Dimensional Case. Phys. Rev. E, 71:016124, 2005.

[14] J. Dunkel and P. Hänngi. Theory of relativistic Brownian motion: the the (1+3)-
Dimensional Case. Phys. Rev. E, under publication, 2005.

[15] A. Einstein. Über die von der molekularkinetischen Theorie der Wärme
geförderte Bewegung von in der ruhenden Flüssigkeiten suspendierten Teilchen.
Ann. Phys., 17:549, 1905.

[16] A. Einstein. Zur Elektrodynamik bewegter Körper. Ann. Phys., 17:891�921,
1905.

[17] I.I. Gikhman and A.V. Skorokhod. Introduction to the Theory of Random Pro-
cesss. Saunders, Philadelphia, 1969.

[18] G.R. Grimmett and D.R. Stirzaker. Probability and Random Processes. Oxford
University Press, Oxford, 2nd edition, 1994.

[19] W.A. Hiscock and L. Lindblom. Generic instabilities in �rst-order dissipative
relativistic �uid theories. Phys. Rev. D, 31:725�733, 1985.

[20] K. Huang. Statistical Machanics. John Witley & Sons, New York, 2nd edition,
1987.

[21] W. Israel. Covariant �uid mechanics and thermodynamics: An introduction. In
A. Anile and Y. Choquet-Bruhat, editors, Relativistic Fluid Dynamics, volume
1385 of Lecture Notes in Mathematics, Berlin, 1987. Springer-Verlag.

[22] K. Itô. Proc. Imp. Acad. Tokyo, 20, no. 8, 1944.

[23] K. Itô. Mem. Am. Math. Soc., 4:1, 1951.

[24] F. Jüttner. Die relativistische Quantentheorie des idealen Gases. Zeitschr. Phys.,
47:542�566, 1928.

[25] L.D. Landau and E.M. Lifshitz. The Classical Theory of Fields. Pergamon Press,
Oxford, 4th edition, 1975.

[26] L.D. Landau and E.M. Lifshitz. Fluid Mechanics. Pergamon Press, Oxford, 1987.

[27] A. Lichnerowicz. Relativistic Hydrodynamics and Magnetohydrodynamics. Ben-
jamin, New-York, 1967.

[28] M.C. Mackey. Time's Arrow: the Origins of Thermodynamic Behavior. Springer-
Verlag, Berlin, 1992.

58



BIBLIOGRAPHY

[29] I. Müller and T. Ruggeri. Extended Thermodynamics, volume 37 of Springer
Tracts in Natural Philosophy. Springer-Verlag, New-York, 1993.

[30] E. Nelson. Dynamical Theories of Brownian Motion. Princeton University Press,
Princeton, 1967.

[31] B. Øksendal. Stochastic Di�erential Equations. Universitext. Springer-Verlag,
Berlin, 5th edition, 1998.

[32] O. Oron and L.P. Horwitz. Relativistic brownian motion. arXiv:physics/0212036,
2003.

[33] G. Parisi and Y. Wu. Sci.Sin., 24:483.

[34] W. Paul and J. Baschnagel. Stochastic Processes: From Physics to Finance.
Springer-Verlag, Berlin, 1999.

[35] D. Revuz and M. Yor. Continuous Martingales and Brownian Motion. Springer-
Verlag, Berlin, New York, 2nd edition, 1994.

[36] M. Rigotti and F. Debbasch. An H-theorem for the General Relativistic-Ornstein-
Uhlenbeck Process. J. Math. Phys., 46(10), 2005.

[37] F. Scheck. Mechanik - Von den Newtonschen Gesetzen zum deterministischen
Chaos. Springer Verlag, Heidelberg, 6th edition, 1999.

[38] N.G. van Kampen. Itô versus Stratonovich. J. Stat. Phys, 24(1):175�187, 1981.

[39] N.G. van Kampen. Stochastic Processes in Physics and Chemistry. North-
Holland, Amsterdam, 1992.

[40] J. Voigt. Stochastic operators, information, and entropy. Commun. Math. Phys.,
81:31�38, 1981.

[41] M. von Smoluchowski. Abhandlungen über die Brownsche Bewegung und ver-
wandte Erscheinungen. Akademische Verlagsgesellschaft, Leipzig, 1923.

[42] R.M. Wald. General Relativity. The University of Chicago Press, Chicago, 1984.

59



BIBLIOGRAPHY

60



Acknowledgement

I would like to warmly thank some of the people who more or less directly
contributed to this diploma thesis.
First of all I sincerely feel in debt with Professor Fabrice Debbasch for
teaching me almost everything I learned about physics during the writing
of this thesis, for the enthusiasm he transmits when sharing his knowledge
on science, for the motivation he inspires when working with him.
I want to thank Professor Jürg Fröhlich for kindly accepting to read this
manuscript, for his frank sincerity, and for supporting my work as corre-
sponding professor for my institute, the ETH Zürich.
I also want to thank Professor Michel Moreau for some open and fruitful
discussions.
I am profoundly in debt with Professor Jean-Claude Rivoal for his cordial
hospitality at the ESPCI at 10 rue Vauquelin in Paris where this thesis was
entirely written, with everybody at the Laboratoire d'Optique Physique,
where real physicists really do real physics, and in particular with the
�thesards du fond�. Thank you for spontaneously o�ering me a hideout in
the middle of Paris where doing physics was a pleasure and fun, thank you
for showing me your inspired way to contribute to experimental physics, a
discipline which now owns my deepest respect, thank you simply for being
friends.

Paris, August 2005

61


