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Abstract: The prediction of future events is key for the survival
of organisms in a dynamic environment. It is
essential for deciding between alternative courses of
action, some of which may lead to food or other
rewarding outcomes, others which may result in
danger or loss of resources. Reinforcement Learning
(RL) offers a theoretical framework for formalizing
the problem of predicting the result of interactions
with the environment and adapting behavior so as to
choose an optimal course of action.
Apart from its formal appeal, RL's popularity in the
neuroscience community is at least partly due to its
success in modeling neural data. Temporal-
difference (TD) learning algorithms in particular
attribute a well-defined function to dopamine
neurons by interpreting their activity as encoding a
prediction error signal quantifying the mismatch
between the predicted and the observed reward due
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to a perceived state of the environment (the so-called
reward-prediction error theory of dopamine).
Considerable effort has been recently devoted to the
extension of the RL formalism to the case in which
the environment is only partially observable, so that
its state is not uniquely determined by the
interaction with the agent.
As an alternative to the Partially Observable Markov
Decision Process (POMDP) perspective, we studied a
neural network model representing internal states
(as opposed to environment states) and their values
as attractors of the neural dynamics. We
implemented an extension of an actor/critic
architecture where the short-lived phasic reward-
prediction error signal is utilized (by the critic) to
update the time-extended value of internal states and
(by the actor) to modify a probabilistic policy at
every state. In our model the probabilistic policy is
defined by the transition probabilities between
internal states conditioned on an observed external
stimulus from the environment. Although in general
with an approximate suboptimal strategy, this gives
a natural way to reactively cope with a partially
observable environment and actuate an initial
exploration phase.
Motivated by previous work [Rigotti et al., 2010] we
assume that this exploratory phase mediates the
creation of new attractors representing novel
internal states which encode the observed stimulus
statistics.
We analyse the interaction and the convergence of
RL with this unsupervised mechanism for the
creation of new states in some simple classical
conditioning and context-dependent spatial
navigation tasks, and argue that it could be an
effective way to extend standard RL to navigate
realistic dynamic environments requiring context-
dependent courses of action.
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